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A New Mixed Reality - Based Teleoperation System
for Telepresence and Maneuverability Enhancement

Da Sun, Andrey Kiselev, Qianfang Liao, Todor Stoyanov and Amy Loutfi .

Abstract—Virtual Reality (VR) is regarded as a useful tool
for teleoperation system that provides operators an immersive
visual feedback on the robot and the environment. However,
without any haptic feedback or physical constructions, VR-based
teleoperation systems normally have poor maneuverability and
may cause operational faults in some fine movements. In this
paper, we employ Mixed Reality (MR), which combines real
and virtual worlds, to develop a novel teleoperation system.
New system design and control algorithms are proposed. For
the system design, a MR interface is developed based on a
virtual environment augmented with real-time data from the task
space with a goal to enhance the operator’s visual perception.
To allow the operator to be freely decoupled from the control
loop and offload the operator’s burden, a new interaction proxy
is proposed to control the robot. For the control algorithms,
two control modes are introduced to improve long-distance
movements and fine movements of the MR-based teleoperation.
In addition, a set of fuzzy logic based methods are proposed
to regulate the position, velocity and force of the robot in
order to enhance the system maneuverability and deal with the
potential operational faults. Barrier Lyapunov Function (BLF)
and back-stepping methods are leveraged to design the control
laws and simultaneously guarantee the system stability under
state constraints. Experiments conducted using a 6-Degree of
Freedom (DoF) robotic arm prove the feasibility of the system.

I. INTRODUCTION

Teleoperation allows human operators to perform unreach-
able or hazardous tasks at a remote distance. With this prop-
erty, it is widely used in outer space exploration, underwater
operation, nuclear reaction and minimally invasive surgery
[1]. In recent years, teleoperation has been deeply explored
on passivity/stability maintenance [2]-[5], transparency en-
hancement [6]—[8], haptic feedback [9]-[14] and disturbances
compensation [15]-[17]. However, when it comes to the tele-
operation control of industrial robots, the practical workspace
and Degree of Freedom (DoF) of the master haptic device
usually cannot cover those of the industrial robot, due to asym-
metrical master-slave robotic mechanical structures. Moreover,
in most of the teleoperation studies, visual feedback is seldom
considered and human operator is assumed to have a full vision
on the robot and the environment. In reality, even with ideal
position and force tracking, a teleoperation system can hardly
perform remote tasks without considering the visualization
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issues of the environment and the robot, because operators still
have difficulties in judging the objects’ distances or identifying
the right object to interact with [18]. In some studies, less
complex methods utilize static cameras or monitors to provide
a mono-vision feedback [19], [20]. Nevertheless, the human
perception of distances is seriously constrained by the lack of
stereoscopic vision and parallax to the extent that telepresence
enhancement of those systems is still an open issue.

In order to reinforce human situational awareness on the real
environment and simultaneously break the physical restriction
on the master mechanism, Virtual Reality (VR) has long
been advocated as a promising technology for teleoperation
interfaces. However, popularization of VR technology has only
been possible lately because of availability of consumer-grade
interface hardware, such as gaming Head-Mounted Display
(HMD), and increased computing power. Teleoperation ap-
plications usually utilize some sort of Mixed Reality (MR)-
based interfaces because in one way or another they deal
with physical objects and parts of physical and virtual worlds
need to be mixed together. Because the exact way how real
and virtual objects are blended may vary, the concept of
reality-virtuality continuum and a variety of MR settings are
introduced in [21]. The authors propose a method to describe
a particular implementation of a MR system based on a
three-dimensional taxonomy, which includes such factors, as
Reality, Immersion, and Directness. This allows to account
for a multitude of various aspects simultaneously. An interface
based on Augmented Virtuality (AV) setting is introduced in
[22] in order to improve performance in the pick-and-place
task. Further, it also allows to bridge the gap in performance
between experienced and novice operators. This result is in
line with the previously discovered guidelines by [23], which
highlights, among other factors, the importance of providing
fused sensor data using a single display, which is achieved by
using AV in combination with a HMD technology. The result
is also supported by the study in application to mobile robot
teleoperation by [24] which demonstrates that 3D interfaces
can improve telepresence. In [25], operators’ effectiveness is
improved in Search-and-Rescue scenario by using a HMD with
operator’s head tracking, which provides both, stereoscopic
vision and a parallax effect. In [26], a 3D scan of the scene
is developed to generate a set of potential grasp candidates on
the objects to provide guidance for teleoperation.

From the above references, MR-based teleoperation can
provide higher telepresence and have larger potential on robot
performance improvement over the traditional teleoperation in
several respects. Firstly, it can provide the operator an immer-
sive visual feedback about the remote environment. Secondly,
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unlike the traditional bilateral teleoperation that struggles with
the asymmetry between master and slave robots, the MR
interface has no physical restriction on the robots’ mechanism,
the practical workspace, or the robot’s DoF. Thus, the MR
interface provides a larger freedom on teleoperation control.
However, its intrinsic shortage, lacking any haptic feedback
or physical construction, limits its use for precise control
and increases the operational difficulty. How to enhance the
system’s maneuverability is a challenge.

This paper proposes a novel MR-based teleoperation sys-
tem, where new system design and novel control algorithms
are developed to enhance the telepresence and maneuverabil-
ity. The contribution of this paper is as follows:

o For system design:

— A new MR interface is designed to teleoperate an in-
dustrial robot with multiple DoF, in which an immersive
HMD based interface is built with head and hand gestures
tracking. The proposed MR interface provides immersive
visual feedback to enhance the system’s telepresence.

— Inside the MR interface, an interaction proxy is designed
to teleoperate the robot which allows richer and more
natural human-environment interaction. Compared to pre-
vious teleoperation systems (e.g. [27], [28]) that have
physical restrictions on the master controllers and are
seriously affected by the human motion, the designed
interaction proxy gives the operator larger freedoms and
convenience to manipulate the robot. Thus, the system
maneuverability can be enhanced.

« For control algorithms:

— Two control modes are proposed to enhance long-distance
movement and fine movement of the MR-based teleoper-
ation system. The combination of the two control modes
supports a smooth robot’s motion.

— Based on the two control modes, a series of fuzzy
logic-based control algorithms are proposed to regulate
the robot’s position, velocity, and force and update its
workspace in order to handle the potential operational
faults and enhance the robot’s maneuverability.

— Barrier Lyapunov Function (BLF) and back-stepping
methods are used to design the control laws and to
guarantee stability of the MR-based teleoperation system
under state constraints.

II. MR-BASED INTERFACE

The system architecture is presented in Fig. 1. The task
space contains a multi-DoF industrial robot and RGB-D sen-
sors. Robot Operating System (ROS) is used as a foundation
framework for all units in the task space. Further, to allow
better system flexibility, the robot and each sensor run their
own ROS instances. This allows to introduce new sensors into
the task space without the need to modify any other parts and
also allows to use different versions of ROS, which is not
possible in the master-slave setting.

The MR-based interface is established by virtue of Unity3D
graphics framework. One main merit of the Unity3D graphics
framework is minimization of the development effort in such
areas as low-level graphics, display management (particularly,
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Figure 1. System architecture. The task space containing the robot and RGB-
D sensor is connected to the MR-interface with a transmission line.

rendering for HMD), user interaction physics, and animation.
However, it also introduces challenges in connecting the inter-
face to the robot part. ROSBridge protocol is applied in this
study to connect the MR-based interface to the robot, which
provides a socket-based transport for ROS messages between
a host system (the robot side) and any third-party software.
Therefore, every unit in the task space implements ROSBridge
server, to which the MR interface connects. The server-side
ROSBridge package is further developed to implement binary
data transfer and message compression to reduce the band-
width. The interface side implements ROSBridge connector
that is publishing a number of messages related to desired
pose, the operator’s pose in the environment, gestures, and
status of Ul elements.

The implemented interface applies an AV setting, where the
scene contains a model of the robot in a virtual environment,
augmented with real-time robot joint states and point cloud
of the task space from a RGB-D sensor. The AV setting is
selected to isolate an operator from their local environment
and direct attention to the remote task space. Additionally,
the interaction paradigm, described in further details in III, is
build to allow third-person view of the scene, with an operator
decoupled from the control loop. To reduce the bandwidth,
the interface part is subscribed to a combined row imagery
data from the sensor, transmitted at the rate of 10 frames per
second. The point cloud reconstruction is then performed on
the interface part. This allows to greatly reduce the bandwidth
and also implement selective point cloud rendering on the
interface side. The bandwidth between the robot and the
interface side is 1.5MB/s, which includes all ROS messages
and RGB-D sensor images.

III. Fuzzy LoGiC BASED MR-TELEOPERATION

The main goal of developing the interface in this study is to
allow the operator to interact with the environment in a natural
way. Accordingly, a HMD is applied in order to allow the
operator to move freely in the virtual task space and to provide
stereoscopic vision and parallax effect. This is achieved by
using HTC Vive HMD in a big-room setting (ca 3 x 4 meters).
Further, the operator’s hands are tracked using a Leap Motion
gesture tracker mounted on the HMD. The benefit of this
is that the operator can interact with the environment using
hand gestures. Unlike previous works, the gesture captured by
the Leap Motion sensor in this study is not directly used to
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Figure 2. Interaction proxy in the virtual environment, which is the transparent
sphere with a coordinate frame and some buttons. The coordinate frame is
used for targeting the desired pose, and the virtual buttons, which can be
freely attached to the interaction proxy, are linked to different functions

control the robot since it can easily generate tracking errors.
Instead, an “interaction proxy” is designed in the MR-based
interface to control the position and orientation of the robot
in order to ease the operator’s task. The interaction proxy is a
virtual object, which can be freely rotated and moved by the
operator inside the virtual environment as shown in Fig. 2.
Compared with the VR controllers in [22] and [27] where the
operator has to physically grasp a handle and cannot let go
of it when controlling the robot, a salient advantage of the
proposed virtual proxy is that the operator is not required to
physically hold anything, and can be freely decoupled from
the control loop at any moment to take a rest or change a
pose to proceed with the next motion. Therefore, the burden
of performing tasks on the operator can be alleviated, and
the chance that the robot will be disturbed by unintentional
operator’s gestures can be reduced.

However, since the virtual proxy cannot be physically
touched, it is easy for the operator to give operational faults.
In order to solve this problem and enhance the system maneu-
verability, we propose two control modes (Coarse Movement
Mode (CMM) and Fine Movement Mode (FMM)) together
with a series of robot states regulation strategies. A virtual
button is created at the interaction proxy that can switch
between “activated” and “deactivated” through pressing it in
the virtual environment, and we use this button to switch the
two control modes. CMM is designed for the robot’s long-
distance movement. In this mode, at the beginning, the button
is deactivated to lock the robot’s motion and make it stay
at its current pose so that the operator can freely adjust the
position and orientation of the interaction proxy. After placing
the interaction proxy in the desired location, the operator
can activate the button by pressing it to allow the robot to
track the interaction proxy. With this function, the robot does
not need to continuously follow the virtual proxy in CMM,
and the operator can have enough time to place the virtual
proxy in the desired pose when the button is deactivated. As
a result, operational faults can be basically avoided. On the
other hand, FMM is designed for fine movement by providing
the robot continuous references, where the button is always
activated such that the interaction proxy continuously influence

the movement of the robot. To prevent the operational fault
in FMM, effective strategies are needed to regulate the robot
states including orientation, position and velocity. In the re-
mainder of this section, the regulations of orientation, position,
velocity and force in the two control modes are introduced.

A. Orientation regulation: As stated before, in CMM, by
deactivating the button to lock the robot’s motion, the operator
can freely adjust the interaction proxy without influencing
the robot. Therefore, the operator can have sufficient time
to determine an appropriate orientation for the robot through
the virtual proxy. In FMM where the robot continuously
tracking the interaction proxy, the robot performing task will
be a difficult work with heavy burden for the operator since
s/he needs to simultaneously take care of both position and
orientation for a multi-DoF robot. To solve this issue, at the
moment that the button is activated (FMM is launched), the
current reference orientation is recorded as °X,;, and is taken
as the reference orientation for FMM. Therefore, in FMM,
the orientation reference is always constant as °X, and the
operator only needs to regulate the position of the robot. Xy,
can be updated during CMM.

B. Position regulation: We firstly introduce the position
regulation in FMM. A fuzzy logic-based method is applied to
regulate the reference position signal as shown in Fig. 3, where
X1 represents the position of the center of the interaction
proxy and X, 3 denotes the current position of the end effector
Xs. Two concentric spheres is designed with the center of the
spheres located at the tip of the robot. Their radius are r and
R, (R > r). The two spheres represent the workspaces of the
robot in its current states. Then, build a straight line created
by X,1 and X,3. X, is the point of intersection between the
line and the small sphere. (There are two points of intersection
of the straight line and the small sphere, and the one closest
to X, is the one we need.) The position error between the
interaction proxy and the robot is defined as

ep(t) =Xt —T) — Xo(2) (1
where 7" denote the time delay. X, denotes the recorded initial

position of the robot. Based on e,(t), we define the fuzzy
memberships 1, po and ps to be

1 if [lepll, <7
= b~ g el + 5 <, < R
—2tanh (¢ (|lepll, — R)) + 5 if llepll, > R
(2)
0 if [lepll, <7
pe =193 35— lely)”  ifr<lel, <R
—Stanh (v (|lepll, — R)) + 5 if [lepll, > R
(3)
0 if |leyll, <R
g = o “)
tanh (L (||epH2—R)) if [lepl, > R

where ¢ > 1 and ¢ > 1 are positive constants, whose
values determine the change rates. pj, pe and ps satisty
w1+ pe + ps = 1. Fig. 4 shows a example of the above fuzzy
membership. The final reference position can be derived as

Xr(t) - ,uerl(t - T) + H2Xr2(t) + M3Xr3(t) (5)
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Figure 3. Definition of concentric circle workspace
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Figure 4. Example diagram of p1, pu2, pu3, (r =1, R = 2,0 = 4,1 = 20)

According to (2)-(5) and Fig. 4, when the interaction proxy
is inside the small sphere (||e,||2 < 7), it takes the full right
to drive the robot. When it is between the small sphere and
the large sphere (r < [|ep|l2 < R), the target pose of the
robot is co-determined by X, and X,;. By setting 0 > 1,
the control authority of X,; can be fast transferred to X,
and X, so that the robot can be “dragged” by X,.o, and will
not exceed the large workspace. When the interaction proxy
is outside the large sphere (||e,||2 > R), this is defined as an
operational fault. By setting ¢ > 1, the robot is basically not
controlled by the interaction proxy, and will stay at its current
position along with p3 sharply increasing to 1.

The workspaces will then update, when the robot X
reaches the reference position X, (the tracking error ey is
small enough). That is, (||es||2 = || Xs — X, (t —=T)|]2)* < &2,
where &, is a positive constant close to zero. The initial
position X, also updates to be the current robot position when
which updates when || X — X, ||2 < &;.

By leveraging the above fuzzy memberships and the update
rules, the updating workspace allows the interaction proxy to
drive the robot to make a small movement in every step time,
in case that the sudden-jumped interaction proxy caused by
operational faults leads the robot to an unwanted pose or even
cause singularity.

For the position regulation of CMM, by setting r to be
longer than the radius of the robot’s physical workspace, the
interaction proxy can have the full priority to control the robot
in order to take a long-distance movement.

C. Velocity regulation: We set a fuzzy-based velocity bound-
ary for FMM to be

Bya = (buz — bi2) 3 + bio (6)

where b, and b;o are two positive constants standing for a
large upper bound and a small lower bound. o2 > 1 represents
the change rate. p,2 is a fuzzy membership defined as

/J/’U2 = Nl,tk_1 : /’I’l,tk (7)

The fuzzy membership p,2 is a multiplication of y; in the
current step time and that in the last step time. From (7),
1y = 1 means the robot is conducting small movement in a
certain period (¢ —%;—1), so its velocity is not degraded. Once
the interaction proxy is moved outside the small workspace
during the period, B,o is reduced in order to decrease the
velocity. The slower motion of the robot provides more time
for the operator to regulate the pose of the interaction proxy.

Note that the MR reference position in CMM is more like
a step signal that can introduce position discontinuity. Since
the interaction proxy can be freely placed in the physical
workspace of the robot, the step reference position can be very
large. Therefore, the velocity boundary B,; in CMM should
be small at the beginning of the movement, then gradually
regulate itself during the movement. Accordingly, the velocity
boundary B, is defined as
—(bu1 — b)) g1 — 3|

HE

By = + bu1 ®)

where by, and b;; are the upper bound and lower bound, and
ly1 and oy are defined as

Xs _Xo

pon = 1Ko —Koll2 ©)
|lepl[2

01 = (0y — 01) * fly1 + 0y (10)

where 0, > 1 and o; < 1 are positive constants.

The logic of (8)-(10) is that when the robot is at its initial
position, the fuzzy membership (i, is close to zero that makes
the boundary B, to be its lower bound. Also, the change rate
oy is low at the beginning of motion in order to avoid the
sudden jump of the robot. During a long-distance movement,
the velocity boundary increases to its upper bound in order
to accelerate the robot. The change rate o; also becomes
high enough to allow the robot to have a fast speed during
movement. When the robot is close to its desired pose, (i1
reaches 1 to slow down the motion by lowering the velocity
boundary. The trajectory of B, is a bell-shaped curve. This
allows the robot to stably track the interaction proxy.

D. force regulation: In practical industrial applications,
normally, the industrial robot is not used to conduct hard
contact motion since its large applied force is likely to destroy
the environment or itself. However, during the MR-based
teleoperation, no matter in CMM or FMM, it is possible
that the robot hit some rigid environment due to operational
faults. Although the proposed position and velocity regulation
strategies can prevent the sudden movement of the robot, the
hard contact between the robot and the environment object
may still destabilize the overall system or fail tasks.

To prevent the robot from repetitively hitting the environ-
ment due to the wrong pose given from the interaction proxy,
we design an effective strategy to regulate the robot’s force.
The estimated external force F) is set to be limited by a
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Figure 5. Changing the center of the workspace due to hard contact

constant boundary By, and the force exceeding By is deem
a hard contact that may make the system crash. If the robot
hits a physical barrier when moving to the place set by the
interaction proxy, the estimated force will jump close to By,
and the position of the robot at this moment is recorded as
Xss. Then, the feedback force pushes the robot away from
the physical barrier like a spring. With the recorded position
X7 and the current robot’s position X, as the example shown
in Fig. 5, the center X, of the concentric circles with radius r
and R can be automatically updated. (The created concentric
circle in Fig. 5 after contacting to a physical barrier has the
same values of r and R as that of the concentric circle in
FMM.) That is, by using X,y and X, to build a straight
line, X, is in this line that satisfy || X, — X.||» = R and
|| Xs — Xell2 < HXSf — X2

In Fig. 5, based on (2)-(5), the interaction proxy X,; is
outside the large circle which means it cannot control the robot
to hit the physical barrier again. the robot’s current position
X, (X,3) takes the control priority so that the robot will stay
at its current position until the operator correctly regulates the
interaction proxy’s position. This method can prevent the robot
getting stuck into hard contact or hitting the physical barrier
multiple times due to the spring-like force feedback.

IV. CONTROLLER DESIGN UNDER STATE CONSTRAINTS
USING BACK-STEPPING

According to Section 2, the goals of control architecture
setup are as follows: 1. The robot can smoothly track the
interaction proxy without any perturbations. 2. The internal
states of the robot (e.g. velocity, force) have their adaptive
boundaries. 3. The system’s stability cannot be affected by
potential dynamical disturbances. To reach the above goals,
this section utilizes the back stepping method to establish the
final control laws.

The unknown dynamics of the robot consisting multiple
DoF can be expressed as

Ms(qs)(js + Cs(st QS)C]S + GS(qS) + Bs(Qs7 QS) =Ts+ JTFe

1D
where ¢;,gs, and ¢ are the vectors of joint displacement, ve-
locity and acceleration. M (gs) and C,(gs, ¢s) denote the in-
ertia matrix, and centrifugal and coriolis matrices, respectively.

G (gs) denotes the gravity and Bg(gs, ¢s) denotes bounded
disturbances including robot frictions. Mg(gs), Cs(gs,ds),
G (gs), and Bg(gs, ¢s) are unknown. 75 is the control torque.
J is the Jacobian matrix that satisfies ©, = J¢,. Therefore,
Ts = Jgs + J gs- Fe is the passive environment force. In this
paper, we assume F is unknown and we use force observation
method in [29] to derive the estimated force F., which may
contain estimation errors as F, = F + A., where A, is the
estimation error that consists of unknown dynamics, noises
and acceleration information.

Since the above robot dynamics are unknown, we apply
the Type-2 fuzzy neural network in [15], [30] to estimate
the overall dynamics which attains high accuracy and is
robust against uncertainties. Therefore, the dynamics (11) is
expressed by a combination of multiple linear local models as

Ms + Css + Dsgs + B + ws =75 + JTF,  (12)
where M, Cs, Ds and E, are weighted sums of the local
models’ coefficients with fuzzy membership grades as weights.
The fuzzy membership grads are a group of dynamic functions
of the system inputs. wy is the sum of unknown estimation
errors, noises, disturbances and A.. Therefore, M,, C,, Dy
and F are time varying coefficients to describe the nonlinear
robotic systems in (11).

The sliding surface of sliding mode control has a significant
influence on the robotic system. With the sliding surface con-
verging to zero in a finite time, the desired system performance

can be achieved. In this study, the Nonsignular Fast Terminal
Sliding Mode (NTFSM) is chosen as

s, = /(clsig“"l(es) + coS(es) + c3és) (13)

where sig?(x) = [|z1|sign(z1), ..., |v,|? sign(z,)]T. 1,
co and c3 are positive constant control gains. ¢; > 1 is a
constant, and to avoid singularity, S(es) is designed as

S(es) {szg *(es)

sig?(es)

if eg >= ¢4
(14)
if eg < €5

where 0 < 3 < 1 is a positive constant and 0 < e; < 1 is a
small value close to zero.

When the sliding surface in (13) converge to zero, The
convergence time can be derived as

les (0)] 1 ez 1 g 1
T - e, < & =
s A 1 Pl I C2 P2 €s + 1 1_ o

€ e T —1
15)
From (15), the small value of c3 (c3 < c¢1,c3 < ¢3) can
efficiently shorten the convergence time. The first and the
second derivative of the sliding surface s; can be written as

$1 = c181g% (es) + caS(es) + c3é,
1 19() 2() 3 (16)

51 = crp1es| P T es + copales| P2 T e + eaés
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Substituting the fuzzy-based dynamic model in (12) into
(16)’ and let \I/(esaés) = Cl@l‘esrpl_lés + C2<P2|es|¢2_1és,
we can derive

31 = S2
52 = 83
. i . —1 —1 7T o .
$3 = dt(\IJ(es,es) +e3(JM; s+ IJM T F — Q(qs, §s)
- A1 + JQS - Xr(t - T)))

(17

where Q(qs, 4s) = JM;1Csgs+ JM Dyqs + JM 1 E; are
known terms and Ay = JM L, contains unknown noises,
disturbances and the errors of environmental force estimation.

To find a proper control input of the robot system in (17) and
to simultaneously satisfy the proposed regulations of position,
velocity and force introduced in Section 2, a back-stepping
design procedure is proposed. The BLF defined in [31] is
also applied in the back-stepping design in order to deal with
the state constraints. Based on (17), the following change of

coordinates is introduced:
(18)

21 = 81 — (01,82 = 82,23 = 83 — Q2

where a;; and o are virtual control terms. Eq. (18) can derive

21 = Z2 — C:kl (19)
Zo = 23+ Qo (20)
Step I: Define a positive Lyapunov function V; to be
L
Vi = 37171 (21)
Choose the virtual control term «; to be
dl = ]{7121 (22)

where k7 is a positive constant gain. By using (19) and (22),
the differential of V7 to be

Vi = —klzle + zfzg (23)
Step 2: The estimated environmental force is required not to
exceed the constant bound By, which is defined to be hard
contact. Accordingly, the stiffness of the environmental force
that corresponds to the robot’s position is the main information
needed. For simplicity of controller design, We use (24) as a
simple expression of F".

F = —B.ss (24)

where B, is a diagonal matrix that denotes the stiffness of
the estimated environmental force. The differential of F
can be expressed as F; = —DB.$2 Involving the estimated
environmental force into BLF, we consider the following
Lyapunov function (25) with the condition of |F(i)| < By (%)
for future controller design:

By (i)?

6
1
Vo=Vi+ = log——F—"——— 25
> 1+2;ong(i)2_F;(i)2 (25)

Based on (20)-(24), the differential of V5 can be derived as

6 . N

. Be(i,1)%25(i) 22(4)
Vo = —k;lszl + ZTZQ + - -

tactalnt ) B e m

T T T T
=—kiziz1+ 2 22+ 25 Hzs + 25 Hag

(26)

. Be(1,1)? B.(6,6)?
where H = dzag([Bf(l)z(sz*(l)Q,...,Bf(G)Q(fFZ*(G)z]). By

defining the virtual control term to be ag = —H 121 + as,
where g is to be introduced later, V5 can be simplified as

V2 = —klz{zl —l—ngZg—l—ZgHOég 27

Step 3: The robot velocity X, needs to satisfy B, > X,
where B, = B,1 or B, = B, is a varying constraint. Based
on (16) and (18), B, > Xs can also be rewritten as (3, > zo,
where (3, is defined as

By = c1piles|” "1 (By — X, (t = T))
+ C2@2|€S|¢2_1(Bv - Xr(t - T)) + €36,

Considering the velocity constraint, the following Lyapunov
function is applied:

(28)

6 .
B 1 Bo(i)?
Va=Vs+ 5 Z;logﬂv(i)2 = (0)?
Setting 1s = z3./f,, the differential of V3 is derived as
6 N - .

. 1m0 AOB)
=Vt Cae T mo

i=1
= —klzle + Z;HZg + ZQTHag + 237:92"3 + Z3T)\23

(29)

) (30)

where 0 = diag([—zriyzzmy s+ ToEEnE@ ) ad A =
dz’ag([(k?]_g%)()l;g(l)7..., (17%?5)()6‘23(6)]). According to (17),
by substituting the robot’s dynamics into (30), Vs can be
further express as

‘./3 = —k1z1T21 + Z?HZg + Z;HO&:’) + Z?)\Z;},

d
+ zge(£(\ll(es7 és) +es(JM rg + TM7YITE (3D

- Q(qqus) - Al + Jqs - XT(t - T))) - dg)
Setting the control input 75 to be 7, = 7 + 75 + 73, and 7y
and 79 are
= J I M(Qgs, 4s) — Jgs + X (t = T) + Ay) — JTE?
T = —J ' Myc; ' W (es, é5)

(32)
where A; is a uncertainty estimator used to compensate for
the side-effect of A. By setting az = —kof 1 H ~12,, where
ko is positive constant gains, the virtual control term ao can
finally be written as

Qo = 7H712’1 — kggilHilzg (33)
Substitute (32)-(33) into (31). With A1 being compensated
for, the V3 can be simplified as
H

Vg S —/{12{21 — 22T(9_1k:2 — f)ZQ
2
d 1 (34)
+ zg,TG(%(Cg,JMS_ng —an) + 0 \zg + 59_1H23)
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We set 75 to be

T3 = JﬁlMg(%{i — Cgl /k?ng)

where k3 is a positive gain. Under the situation that the
uncertainties are compensated for, V3 can be finally written
as

(35)

Vg < klzl Z1 — Z9 (0 1]€2 - g)ZQ — Z3 (9k3 — A= H)Zg
(36)

where 07'k; > X and 0k; > X + Z. Then, Vs is
negative semidefinite, which implies that the terms 21, 29, 23
will converge to zero in a finite time. Therefore, it can be
concluded that the proposed back-stepping NTFSM system is
asymptotically stable.

To design the uncertainty estimator, the fuzzy-based system

dynamics in (12) can re-arranged as
;‘%1 = Ko
foo = JM 1y + IMVITFS — Q(q,4) + Jds — ks
1%3 = w
(37)
where k1 = X, ko = XS and k3 = A are the states in (37),
w 1is the differential of the unknown uncertainty.
Based on the dynamic state function in (37), we propose
the uncertainty estimator as
Y =Ys —diey
Vo = JM; r + TMIYITEY — Q(q,4) + Jds —
—dgEg — d3€1
Y3 = —dysig# (e1)
(38)
where d;_, are constant parameters. €1_3 are defined as

e1=Y1 — k1,620 = Yo — Ko,e3 =Y3 — K3 (39)

From (37) and (38), we derive

€1 = €2 —die1

€9 = —€3 — daga — d3eq (40)

€3 = —dysig??(e1) —w

During the steady state with €1 23 = 0, the state function
in (40) can be expressed as

1
|ea| = di| 3| %2

1 1
les| = dadi| |72 +ds| 5[ *2 (41)
ler| = [5]%2

From (41), by selecting d4 to be large enough and with

% that can make | 7| small enough, £; can be efficiently

guaranteed to be small which makes €5 and 3 to be close to

zero at the steady state. Therefore, with Y7 and Y5 closely

tracking to k1 and K2, Y3 can be guaranteed to track the
uncertainties. In (32), A; is the output Y3 of (38).

For the control law 7 = 7 +79+ 73, 71 is used to strengthen
the system stability by compensating for the system dynamics
and uncertainties. 7o is actually a velocity damper related to
the position errors. At the steady state with the position error
es close to zero or the velocity error é5 close to zero, 7o is
close to zero. In 73, based on (20), (22), and (33), as can be
written to be

k1
=-H! = — ko™ 42
Qs STk kl S2 (42)
S denotes the Laplace operator. S—% can be seen as a low-

pass filter with its cut-off frequency k. Durlng free motion

(F* = 0), where max(H ') is diag([5- (511))2,. . BBféGG))2}).

Substituting (42) into (35), we can see that during free mo-
tion, #~! can regulate the velocity according to the changing
velocity constraints B,,; and B,2. when contacting a physical
barrier, the term H ~! can make 73 decrease to zero. By virtue
of the spring-like feedback force provided by —J7 F* in 7y,
the robot will leave the physical barrier. Meanwhile, the sphere
workspace is changed so that the interaction proxy loses its
control priority and the robot can stay at its current position
rather than hit the physical barrier again.

V. DISCUSSION

This paper introduces a new MR-based teleoperation system
for telepresence and maneuverability enhancement, which has
the main contributions on the following three aspects.

1). For telepresence enhancement of the system design, a
novel MR-based interface is designed that makes an effective
combination between virtual and real components. From the
designed MR interface, the 3D model of the robot which
dynamically follows the real robot’s state and the point cloud
from the camera provides the operator with the full sight
about the movement of the robot and the remote environment,
which allows to clearly grasp the situation of the environ-
ment and the robot’s work performance. Previous research
has already demonstrated superiority of VR-based interfaces
over conventional displays. For instance, in [32], the authors
demonstrate significant improvement of collaborative task per-
formance when users are provided with stereoscopic vision
feedback. Further, a quantitative evaluation of improvement
of a VR-based interface is provided in [28], which provides
better situational awareness through HMD pose tracking on
a teleoperation task. In our system, the interface implements
a AV paradigm, in which a virtual scene is augmented by
the real-time data from the robot’s task space. The choice of
using an AV-based interface is stipulated by several factors.
Firstly, similar to previous MR-based interfaces, in the current
study, the operators can freely move in the space and view
the task space form different angles. The stereoscopic vision
and parallax are achieved by using a HMD and head-pose
tracking. The interaction of operators with virtual objects in
the scene is done by using hand-gesture tracking. Secondly, to
decouple the operator from the control loop and thus eliminate
some control noise, the operator can only interact with virtual
objects and their gestures are not directly tracked by the robot.
Finally, a AV-based interface offers better opportunities for
incorporating visual cues for the operator, such as using spot
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lights in the task space, which opens up possibilities to isolate
operators from distractors and direct attention into the task.

2). For maneuverability enhancement of the system design,
a new interaction proxy is proposed for human-machine in-
teraction that makes a large improvement compared to the
systems proposed in [22], [27], [28], [33]. In these systems, the
operator uses the physical handles to directly control the robot,
and cannot let go of the handles when performing the tasks.
This control mode has three main drawbacks: First, it compels
the robot to always track the human behaviour. Subsequently,
the operator should be very cautious and cannot freely move
during the whole control process, and sometimes s/he has to
keep a uncomfortable gesture to drive the robot for a long
time, which make the teleoperation become a physically and
mentally exhausting job. Second, with the physical restrictions
of the master controllers [27], it suffers workspace difference
and kinematic redundancy between the master and the slave so
that the workspace of the slave robot can be seriously restricted
and pose of the robot cannot be fully used. Third, it has no fault
tolerance on the human motion. The inevitable body shaking
of the operator can cause chattering of the robot that may fail
the overall task. Therefore, these systems are not very user-
friendly an do not support long-time human operation. On the
contrary, the proposed interaction proxy allows the operator to
be freely decoupled from the control loop. It does not require
the operator to hold anything, and offers the operator a large
degree of freedom that s/he can conduct the teleoperation in
a comfortable human motion without worrying about his/her
unintentional movement damaging the robot or failing the task.
Also, the operator can freely manage the breaking time when
performing a task that s/he can stop to take a rest or to observe
the robot’s states and motion in order to better plan the next
step in teleoperation. Besides, the interaction proxy has no
physical limitations such that it can take full advantage of the
robot’s overall workspace and pose. Moreover, this interaction
proxy provides virtual buttons for the operator to freely use
in order to implement different functions of the robot (e.g.
“activate/deactivate button”).

3). Based on the authors’ best knowledge, most of the
existing VR-based teleoperation systems do not consider the
robot state regulation, which is closely related to the system
maneuverability and the task achievement (e.g. [22], [24], [25],
[28], [33]). On the control algorithms design of this paper,
two control modes, CMM and FMM, are proposed for both
coarse movement and fine movement of the robot. In the two
control modes, different state regulation strategies are designed
to improve the robot’s movement. the effective combination of
these two control modes has the following advantages. First,
CMM can decouple the proxy out of the control loop and
allow the operator to freely regulate the desired position and
orientation of the robot without influencing the robot. In FMM,
the operator only needs to control the position rather than
exhaustively pays attention to both position and orientation
of the robot. Second, when doing fine works, the untrained
operator may move the interaction proxy to a wrong place
which will mislead the robot or damage the environment. The
proposed fuzzy-based position regulation method in (1)-(5) has
strong tolerance on such this fault of operation that restricts

the robot’s motion in a online-updating small workspace.
Third, the velocity regulation strategy in (6)-(10) effectively
deals with the motion discontinuity problem caused by the
discontinuous reference position from the interaction proxy
that offers the robot smooth and safe motions with adaptive
velocity. Forth, without haptic feedback, the operator cannot
control the contact force to the environment of the previous
system [22] which can seriously threaten the safety. In the
proposed system, the force restriction strategy enables the
robot to always gently contact to the environment however
large the interaction proxy’s movement is. This strategy can
guarantee the system’s safety during contact.

VI. EXPERIMENTAL RESULTS

In this section, experimental results are presented to demon-
strate the effectiveness of the proposed MR-based teleop-
eration system. The overall experimental setup includes a
Universal Robot (UR10) mounted with a Robotig-85 industrial
gripper, an RGB-D sensor (Asus Xtion Pro), and a HTC Vive
MR helmet mounted with a Leap Motion hand gesture sensor
sensor. ROS is used on the slave side as a foundation for
the robot’s control algorithms. The time delay between the
interface side and the URI0 robot is around 200 ms. The
control gains of the proposed control algorithm are set to be
Be = 0.1, Y1 = 2, Y2 = 0.8, k‘l = 20, k?g = 40, k3 = 20,
di = 2.8, dy = 11, d3 = 4.5, dy = 7.5. The gains for the
sliding surface s; are set as ¢; = 0.5, co = 0.5, C5 = 0.1.

A. CMM test

In the first experiment, we test the position and velocity
regulation in CMM in Fig. 6. In this experiment, the UR10
robot conducts a relatively long-distance movement. The lower
boundary b;; and upper boundary b,; of the velocity are set
to be 0.1 m/s and 0.4 m/s. The upper and lower bound of
the change rate o7 is set to be o, = 6 and o; = 0.5. In
CMM, the radius of the concentric sphere workspace R and
r are larger than the robot’s physical workspace (R = 2.1 m,
r = 2 m), so the interaction proxy has full control of the robot.
Fig. 7 shows the position and orientation tracking between
the robot and the interaction proxy, and Fig. 8 shows velocity
regulation of the robot during a long-distance movement. In
the two figures, at the 4.2 s, the pose of the interaction proxy
has a sudden change. Then, since the velocity boundary is at
its lower bound, the robot starts moving at a low velocity.
During the movement, the boundary change rate increases
from 0.5 to 6 that makes the the velocity boundary gradually
increase to its upper bound 0.4 m/s. Thus, the robot can have a
relatively high speed during the movement. When reaching the
desired pose, the velocity boundary automatically decreases to
0.1 m/s in order to allow the robot to have a stable tracking
to the desired pose. During the overall movement, by using
BLF, the robot’s velocity can be efficiently limited by the
variable velocity boundary; and the proposed sliding surface
can provide the robot a fast and stable tracking performance.

In comparison, previous studies (e.g. [22], [28], [33]) always
couple the robot motion with the operators’ movement and
gesture, in which the operator has to physically grasp a handle
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Figure 7. Position and orientation tracking in CMM

and cannot let go of it when controlling the robot. The
inevitable body shaking of the operator can cause chattering
of the robot that may fail the overall task, and the operator
has an uncomfortable pose to control the robot.

B. FMM test

In the second experiment, we test the position and velocity
regulation in FMM as shown in Fig. 9. FMM is used to provide
the robot continuous tracking in some fine movements. Fig.

..... B,

1
velocity x

velocity y
velocity z
velocity rx

velocity ry
——velocity rz
velocity !

Figure 9. Experiment for FMM

Position X (m)

Position Y (m)

Position Z (m)

Time (s)

Figure 10. Position regulation in FMM

Time (s)

Figure 11. w1, p2,and ps3

10 shows the position regulation, Fig. 11 shows the fuzzy
memberships and Fig. 12 shows the velocity regulation. The
upper and the lower velocity boundaries are b,2 = 0.8 m/s and
bio = 0.3 m/s. The radius of the concentric sphere workspaces
are r = 0.2 m and R = 0.3 m, respectively. The change
rates o and ¢ for the fuzzy membership in (2) are set to be
4 and 200. During FMM, the robot’s orientation is constant
as it is pre-determined by that in CMM. In these figures,
before 5 s, the interaction proxy is moved within the small
sphere workspace, so that it has the full control of the robot.
Also, since the velocity boundary is not decreased (up is
always 1), the robot can have a fast and close tracking to the
interaction proxy. In addition, the workspace keeps updating
so that the robot position does not have a strict limitation. At
the 5.3 s, the operator makes an operational fault in which the
interaction proxy is suddenly pushed faraway as shown in Fig.
9. us immediately changes to 1 that makes the robot stay at
its current position rather than follow the interaction proxy.
The fuzzy-based position regulation can efficiently prevent
the robot from reaching unwanted pose which may have a
potential danger of failing tasks. The velocity boundary also

velocity X

: H

: - . velocity y

.............. k‘""-“"““"" vieocity 2
" ity

1 v

Velocity (m/s)

Time (s)

Figure 12. Velocity regulation in FMM
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Figure 14. position under contact

decreases to 0.3 m/s. When moving the interaction proxy
to a reasonable position, the robot is gradually close to the
interaction proxy and finally tracks to the interaction proxy.
Note that from 8 s to 13 s, the robot tracks to X, rather than
the interaction proxy. Then, we set a timer on this situation.
When the interaction proxy is not moved any more and the
pre-defined time reaches, the robot will finally tracks to the
interaction proxy. This is used to give the operator enough
time to adjust the interaction proxy to a desired pose. From
5.3 s to 13 s, the velocity is bounded to be low because of the
operational fault which can prevent the robot from suddenly
jumping to a worse pose. After the robot tracks interaction
proxy in a reasonable pose, the velocity boundary can be
automatically restored.

In comparison, in [22], [28], [33], since the robot always
tracks operator’s physical handle, if such systems repeat our
experiment by fast moving their handle far away from the
robot, the robot will track the handle to a wrong place in an
uncontrollable speed that will threaten the system’s safety.

C. Force regulation test

In this experiment, we test the force regulation of the control
system as shown in Fig. 13. The force boundary By is set
to be IN. Fig. 14 and Fig. 15 show the position and the
environmental force under the contact motion. From 3.8 s,
the robot follows the position of the interaction proxy to move
down and at S s, the robot contacts to a physical barrier (a pile
of books). At this sudden time, the environmental force is close
to the boundary By that makes 73 close to zero. Therefore,

T T
force x

i | force y
0.5 force z
force rx
force ry
force rz

. .
2 4 6 8 10 12 14
Time (s)

Force (N)

Figure 15. force under contact

the feedback force —J7 F* makes the robot jump up a little
to leave the physical barrier. Also, the workspace is changed
accordingly. Therefore, even the interaction proxy is largely
moved under the pile of books from 6 s to 8 s, the robot will
not follow the interaction proxy to contact the physical barrier
again. When the interaction proxy is moved above the pile of
books (moved into the workspace), the robot will track the
interaction proxy again. The URI10 robot is very sensitive to
the environmental force and may apply a very large force that
can potentially damage environmental objects, fail the task or
cause dangers. This method can restrict the force and prevent
the robot from hitting the physical barrier again.

Without any force control method, [22], [28], [33] will
punch rather than gently touch the environment that will
damage the robot and the system will crash.

D. Comparison using pick-and-place experiments

Fig. 16 shows an example of pick-and-place experiment
using the proposed system. The operator firstly uses CMM to
regulate the orientation of the URI10 robot in order to better
grasp the task object (the yellow bottle) in the next moves
(Fig. 16.1 - Fig. 16.2). Then, FMM is applied to move the
robot’s end effector to grasp and lift the object (Fig. 16.3).
In the next step, the yellow bottle is accurately and stably
placed at the top of the white bottle (Fig. 16.4). According to
the proposed force control, when the yellow bottle contacts to
the white one, the feedback force prevents the gripper from
keeping pressing. Hence, the yellow bottle is gently placed
rather than ’squeezing” the white one. After the griper looses
the object, the operator uses CMM to move the robot back to
its original position and orientation ( Fig. 16.5 - Fig. 16.6).

A series of experiments repeating the above pick-and-place
experiment in Fig. 16 are conducted to make a quantitative
comparison between our proposed system and the traditional
system in [28]. In the system of [28], the position and
orientation of the robot are fully controlled by a tool physically
handled by the operator without force control algorithms.
Each of the two systems conducts the above pick-and-place
experiment for 16 trials.

We define that a successful trial must satisfy the following
three conditions.

1). Orientation change is requested. The robot’s tool is
parallel to the table at origin and must point down to grasp
the bottle as Fig. 16.1 - 16.3.

2). The yellow bottle must be placed onto the white one
and both of them must not fall down as Fig. 16.5 - Fig. 16.6.

3). During contact, the robot must not crash. (The ur10 robot
is extremely sensitive to the environmental force. Large contact
force can easily make the overall system crash.)
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Figure 16. Real pick-and-place experiment. The yellow bottle is gently placed above the white bottle by using the proposed MR-based teleoperation system.

The overall results of the 32 trials are shown in Table I
and Table II. In these two tables, we use five subjects to
evaluate the performances of the two systems. “Failure 17
denotes that the bottles fall down. “Failure 2” denotes that the
system crashes due to the large contact force when putting
the yellow bottle onto the white one. ”F at Z” denotes the
estimated environmental force at Z axis when the robot places
the yellow bottle to the white one. Also, Since I more than
2.5N can easily make the system crash, F at Z axis must
satisfy F} < 2.5N. “Time” denotes the operation time for
performing a pick-and-place task (from Fig. 16.1 to Fig. 16.6.).
(For the failed trials, the operation time denotes the period
from beginning to the time at which the failures occur.) ”S?”
denotes if the experiment is successful.

Table I
COMPARISON EXPERIMENTS USING THE TRADITIONAL SYSTEM

Num  Failure 1  Failure 2 FJ atZ Time  S?
1 Yes No ON 117s No
2 Yes No ON 97s No
3 Yes No 1.57N 132s No
4 No Yes 3.64N 91s No
5 Yes No 0.53N 93s No
6 No No 2.02N 147s  Yes
7 Yes No ON 81s No
8 Yes No 1.32N 105s No
9 No Yes 4.85N 118s No

10 No No 1.5N 104s  Yes
11 Yes No 2.03N 124s No
12 No No 2.2IN 159s  Yes
13 No Yes 5.78N 92s No
14 No Yes 3.31IN 136s No
15 Yes No ON 101s No
16 No No 1.76N 88s Yes

By comparing the results in the two tables, the success rate
of our system (15/16) is much larger than that of the traditional
system (4/16), which is led by the following reasons. First, the
operators using the traditional system need to simultaneously
take care of both position and orientation of the robot and
the robot’s speed does not have adaptive regulation. As a
result, a operator needs to be very skillful to drive the robot
and any humanly shaking may cause “Failure 1” (the bottles

Table II
COMPARISON EXPERIMENTS USING OUR SYSTEM

Num  Failure 1  Failure 2 FJ atZ Time S?
1 No No 0.84N 73s Yes
2 Yes No ON 91s No
3 No No 0.2IN 134s  Yes
4 No No 0.93N 84s Yes
5 No No 0.53N 72s Yes
6 No No 0.64N 97s Yes
7 No No 0.59N 69s Yes
8 No No 0.22N 81s Yes
9 No No 0.86N 85s Yes

10 No No 0.92N 77s Yes
11 No No 0.78N 95s Yes
12 No No 0.80N 120s  Yes
13 No No 0.12N 79s Yes
14 No No 0.70N 98s Yes
15 No No 0.29N 75s Yes
16 No No 0.82N 78s Yes

fall down). Besides, as the operators have to keep a specified
posture and cannot be decoupled from the control loop during
manipulation, it is difficult to clearly check the task’s status
(e.g. check whether the yellow bottle contacts to the white one
when the robot is placing the bottle). Therefore, the robot can
easily drop the bottle rather than place the bottle as shown
by the trails with ON in ”F} at Z” in Table I. In comparison,
the operators using our system can switch control modes to
regulate the robot’s pose and is freely to be decoupled from the
control loop to check the task’s status. Therefore, the object
becomes easier to be picked and placed using our system.
Second, the traditional system without force control is likely
to punch the object with large force that causes “Failure 2”.
The operators have to be very careful to guide the robot
otherwise the overall system will crash. The trials in Table I
with force larger than 2.5N cause “Failure 2”. In comparison,
as shown in Table II, with the proposed force control, the robot
in our system can gently place the object and the forces are
lower than the force boundary (IN) in all trails. The average
operation time of the 15 successful trails using our system
is 87.8s which is lower than that of the 4 successful trails
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using the traditional system 124.5s. The higher success rate
and the lower operation time demonstrate that our system is
more effective and user-friendly than its counterpart.

VII. CONCLUSIONS

In this paper, a new MR-based teleoperation system is
proposed to provide an immersive visual feedback to the
operator. In the proposed MR-based teleoperation, two control
modes are designed to improve the long-distance movement
and fine movement of the robot. A series of fuzzy-based
methods are also proposed to regulate the position, veloc-
ity, and force of the robot in order to improve the system
maneuverability. Control laws based on BLF and the back-
stepping control procedure can guarantee the system stability
under state constraints. With the immersive visual feedback
and regulated system states, the telepresence of the overall
system can be enhanced, which potentially leads to the reduced
operational workload, and the increased task success rate.
Multiple experimental results have been done to show the
feasibility of the proposed system.
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