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Asymmetric Bilateral Telerobotic System with
Shared Autonomy Control

Da Sun Qianfang Liao and Amy Loutfi

Abstract—The asymmetry in bilateral teleoperation, i.e., the
differences of mechanical structures, sizes and number of joints
between the master and slave robots, can introduce kinematics
redundancy and workspace inequality problems. In this paper,
a novel shared autonomy control strategy is proposed for han-
dling the asymmetry of bilateral teleoperation, which has two
main contributions. First, to deal with kinematics redundancy,
the proposed strategy provides an self-regulation algorithm of
orientation that allows the operator to solely use master position
command to simultaneously control the slaves position and
orientation. Second, to deal with workspace inequality, the pro-
posed strategy enables the slave’s workspace to be dynamically
tunable to adapt to various task spaces without influencing
the smoothness of the robots movement. The experiments on a
platform consisting of a 6-Degree of Freedom (DoF) UR10 robot
and a 3-DoF haptic device are given to validates the effectiveness
of the proposed control strategy.

Index Terms—Asymmetric bilateral teleoperation, Shared au-
tonomy, Orientation regulation, Human-machine interaction,
Workspace mapping

I. INTRODUCTION
A. Background

E are entering a new era of human+robot “sharéd
Wwork, where robots aid in surpassingiamanjphysical
limitations and providing necessary assistance. €ompletely
autonomous robot systems usually require good sensory mech-
anism for goal identification [1], [2], long training process
[3], [4], and high-level dexterity [5]a46], which usually have
limited performance in cluttgred environmment. Teleoperation
in combination with human(intelligence can, on the other
hand, deliver a safe, reliable andyuobust performance. As an
extension of teleoperation, bildteral teleoperation denotes that
the master haptie,devicejisgmanipulated by an operator to
control the remote slave,robot, and meanwhile, the master
receives information from the slave robot to enhance the
operator’s perception about the remote environment. Currently,
the majority of existing studies of bilateral teleoperation focus
on time delay based stability [7]-[10], motion synchronization
[11]-[13], force reflection [14]-[16], and system modelling
and uncertainties compensation [17], [18]. When directly
applying the above approaches to an Asymmetric Bilateral
Teleoperation (ABT), the problem, however, arises that a great
workload is placed on the human operator [19].

An ABT is generally defined as that the master and slave
robots involved in the teleoperation control loop are with
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different mechanical structures, joints and sizes. The different
master-slave structures impel the operatoggto put extra efforts
on mapping the movements between thé master and the slave.
For position mapping, it is an intuitive, and relatively easy
task for the operator to achieyé. For, orientation mapping,
however, it is a much mdre difficult tagk for the operator in
many industrial or surgical ‘applications [20]. In the existing
studies of the teleoperation with, multiple DoF, generally, a
joint-to-joint mapping \is €Stablished by supposing that the
master and the slave have same structures [14], [21], [22],
or the kinematics rédundancy is ignored and no orientation
regulation igf'given [51)[23], [24], or the regulation cannot
support full xange of orientation control due to the limitation
of the master’spmechanical structure [25], [26]. Even if a
goodyerientation mapping is available, it will be an exhausting
job for afigoperator to simultaneously regulate position and
orientation of a slave robot, especially in the situation of
maltiple robots control and large robot structures difference
[27]" Therefore, we are motivated to develop a new shared
autonomy strategy that the robot’s orientation can be self-
regulated and then the operator only needs to control the
robot’s position, which can reduce the operator’s burden.
Another issue affecting an ABT system is the workspace
inequality caused by the different sizes of the robots. For
this issue, the existing studies generally utilize scaling control
[28], such as the methods applied in micro-macro tele-surgical
application where the master is utilized to control a surgical
robot in a small scale [29]-[32], and the methods amplifying
the master control signals via large scaling gains to control a
slave robot with a larger size [33]-[36]. The above methods
use constant scaling gains to adjust their commands’ amplitude
such that the slave robot can conduct motions in the desired
workspaces. However, for the system where the slave robot
is of a larger size, using large constant scaling gains in ABT
control will cause two main problems. First, it is not easy
to find a proper value of the gain that can exactly match
the workspace in a certain application. Second, with a too
large scaling gain, a small movement of the master will lead
to an overlarge movement of the slave, which enhances the
difficulty of teleoperation. In some systems, extra equipment
such as foot pedal is utilized to dynamically tune the scaling
gains [37], which however, require the operator to carefully
regulate the extra equipment in different cases and may lead to
safety problems. It is because directly tuning the scaling gains
can easily introduce jerky movement of the slave to cause
damage and fail the task. This fact motivates us to develop a
new approach that can dynamically tune the workspace and
meanwhile guarantee the movements smoothness and safety.
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Fig. 1. Diagram of the overall strategies

In this paper, a novel shared autonomy control strategy i§
proposed for ABT. The main contributions are as follows,
First, we provides a method to self-regulate the robot’s ofiénta~
tion such that the operator can solely use the master’s position
command to control both of the position and oriemtation of the
slave in the presence of kinematics redundancy. Second, we
provides a workspace tuning approach thag allows thefslaves
workspace to be adaptively updated to match the practical
task space and simultaneously guarahtée, thehsmioothness of
the robots motion and safety. In the following seetion, a brief
description of the proposed strategy‘is,provided.

B. Brief description

The brief diagram of the proposed strategy is shown in
Fig. 1. The ovérall strategy is composed of six steps, where
Step 4 is the workspage,tuning approach, and the other steps
constitute the orienfation regulation approach.

Step 1: Set keypoints. The actual workspace of the slave
robot can be divided into several sub-areas according to
different task requirements. In each sub-area, we set one
keypoint which is a vector containing the desired location
and orientation of the robot at this area. Note that these
keypoints can be roughly determined, and they are used as
the initialization of the following steps, and can be further
revised during teleoperation.

Step 2: Dynamic Movement Primitives (DMP). After the
keypoints are set, the DMP [38] is automatically launched to
create trajectories between every two keypoints with desired
trajectory shapes. The trajectories support the robot to have
smooth position and orientation transformation from one key-
point to another.

Step 3: Desired Orientation Generalization (DOG). Unlike
the autonomous system in [38] which only moves along the
trajectories created by DMP, an ABT system should allow
the operator to drive the slave to move to everywhere within
the practical workspace, which means, the slave robot can
move out of the trajectories created by DMP. Accordingly, we
propose the DOG algorithm that generalizes the orientations
of the points of the trajectories to the overall workspace of the
slave. The DOG algorithm is automatically launched after Step
2. It updates the desired orientation in each sampling time,
and allows the slave robot to have a reasonable orientation in
arbitrary location within the workspace dusing teleoperation.

Step 4: Tune the workspace onling{ At ‘the beginning of
teleoperation, we let the slave’s workspace bera small area
which has the same size as the ghastés’s Workspace. Then, a
workspace tuning approach is leveraged to adaptively expand
the slave’s workspace and“emlarge, the scaling gains. With
this approach, the robot?§®wvorkspace can dynamically match
the practical task space, and"the robot’s movement can cover
all the keypoints to performgthe tasks. This approach also
guarantee that the“rebot can move smoothly without jerky
motions durifig the wotkspace tuning.

Step 5: Pos€ regulation. The keypoints of the task are
roughly presetyingSrep I, and they may not be fit for the
changing ‘environment. As a result, when the slave robot
reaches thejarea of a keypoint, its pose may not be optimal
to perform the task. We define this situation as “pose noise”.
Acecordingly, we define two different cases of this step marked
as )Step 5.A and Step 5.B. For 5.A that pose noise does
not exist and the preset keypoint is satisfactory, we propose
an algorithm called Primitive Stack of Tasks (PSoT) which
automatically runs to allow the robot to directly perform the
task. For 5.B that pose noise exists and the preset keypoint
is not satisfactory, we propose an algorithm called Motion-
regulated Stack of Tasks (MSoT) that is launched by the
operator for further regulation. MSoT allows a master with
lower DoF to regulate the position and orientation of a slave
robot with higher DoF using only position commands, which
solves the kinematics redundancy problem.

Step 6: Goal Update Rule (GUR). For each area of a
keypoint, after the keypoint is modified, we use a method
called GUR, which is automatically launched, to evaluate the
quality of the modified keypoint and update its value in the
record such that the robot can perform tasks in a better pose
in the next round.

The remainder of this paper is organized as follows. Section
IT describes a series of pose regulation and updating algo-
rithms including DMP, DOG, PSoT, MSoT and GUR. The
master-slave control laws are presented in Section III, which
also involves the workspace tuning approach. The experiment
results are demonstrated in Section IV and some conclusions
are presented in Section V. The overall system’s stability is
proved in Appendix.

II. SLAVE CONTROL STRATEGIES WITH AUTONOMOUS
ORIENTATION REGULATION

Some key terms are pre-defined in this section. the slave
robot pose X, € R is X, = [tXST,UXST}T, where
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'Xs = ["Xsz, "Xy, ' X5.]7 denotes the slave robot’s position
in Catesian space, and °X, = [*Xg, Xy, °Xsz, ° Xsw]T
denotes the slave robot’s orientation in quaternion. The po-
sition and orientation are derived via the robot’s kinematics.
The reference orientation °X, € R7, denoted by °X, =
[°X 2, Xry ° Xz, °Xr) T, is the output of DOG. The pose
trajectory Xg4. € R7*™, which contains n points created
by DMP, is Xg = ['Xar ,°Xa"]T with the position
Xar = ['Xarz, " Xary, " Xar-)T and the orientation °X 4. =
[°Xarz, ° Xary, ° Xdrzs °Xarw]T . The master robot position
X € R is ' X0 = [' Xona, ' Xony, E Xmz] T

After setting keypoints in Step I, the model-free trajectory
generation algorithm, DMP [38], is applied to build a trajec-
tory between every two keypoints as shown in Algorithm 1.

Algorithm 1 Dynamic Movement Primitives (DMP)

Zr = ke(ow(Be(ge — x¢) — &) + UtTet) (1
ww—st
Vtj = —<p — X 2
(2% Zz:l W (gt O) )
Sl (si—er)?
wyj = e T (e 3)
<§t = —Ht(OétSt) (4)

Eq. (1) is the transformation system that generates the
trajectory z;, where x; in this paper denotes the pose trajectofy
X4 produced by DMP. g; denotes the goal of the trajectoryy
where g; in this paper represents the desired posgfin‘ the
keypoints. The last term v} 6; of (1) determines the shapg
of the trajectory, where v; is a basis function definediin (2)
and 0; is a parameter vector. x;, oy and J; aregpositive gains.
in (2), (3), (4), vy; is the j-th element ofg;, in Which w; ; is
the Gaussian kernel with its center c; ; andiwidth/h, ;.

Each of the built trajectories con$ists of a“certain number
of points, where a point is a vector inclitding position and ori-
entation. We propose DOG algorithmiasgshown in Algorithm
2 to generalize the orientations of the points to the overall
workspace. As a result, ghe’slave,robot will have a reasonable
orientation at arbitrary{positions of its workspace.

The detail ofathe proposed/DOG algorithm is descibed as
follows. When'the slaye,robot is at an arbitrary location tX,,
first, multiply "Xg" by a unit vector I € R™. Then, from
|* X 1—*X,;|, we €an get the error vectors of z,y, z directions
in Cartesian spaceBased on (5), in each of x, y, z directions,
the minimum error ey; and their related order lo; can be
derived, as well as the order of the second minimum error
20;. Normally, o; neighbours to 20;. Then, from the orders
Lo; and 20; in the trajectory created by DMP, we can get two
points. The first point with order 'o; has its position ** X,;
and orientation ®* X 4,.;, and the second point with order 20, has
its position t2X ;.. and orientation °2X,.;. Equations (6) and
(7) determine that when the robot’s current position * X ; is in
the interval between *' X 4.; and *2X,,;, an orientation °*X,.
can be derived by the variable gains 641 and J42, which can
smoothly vary inside the interval between °! X4,.; and °2Xg,.;.
Therefore, we can get a reference orientation in continuous

Algorithm 2 Desired Orientation Generalization (DOG)

1. Determine the minimum error ‘e,; and its order 'o;, and
the order of the second minimum error 2o0; inside the vectors
t t t t t t

| Xsa:H_ Xdr:c|’ ‘ XsyH_ Xdry| and | stH_ Xdrzl

[lesi7 10i7 20i] = min(|thiH - thriD;

i=xy,2 (5

2. From the position t1X ;. in the order *o; and the position
2 X 4,; in the order 20;, create the variable gains d4; and &42,
where 0 < 612 < 1.
t t2
; Xapg
Oa1 = TX = 12X ”Xdri*d"glxdri (6)

ty t1 ]
_ si _ dri
L Xari—1 Xari P XGri <X ari

Odo =

3. Based on the orientation °!X,,; inithe order 'o; and the
orientation °2Xy,.; in the order 2ofi"and théyvariable gains &4
and 942, derive

P X, = 0% Xy P X i (7)
4. Calculate the probabilities"P;
— = "esil
P ——— (®)

11
z —==lle
S el

5. Achieve the reference orientation °.X,.
°X, =P,"X, +P,YX, + P,* X, 9)
6. Set a range for each keypoint to fix the orientation.
min(|* X, 1 — "X, |)
0 _ ok X, if max( | min(|* X, T —*X,0)|) <*r
min(|" X, I —*X,.|)
°X, if else
(10)

state and will not cause sudden jump. By calculating the
weight function /isie_w%e“', where kg and w; are positive
gains used to regulate the values of the weight function,
the possibility P; can be calculated in (8). Then, the final
reference orientation °X,. is decided by the orientation %' X,
with the highest probability. When the slave robot approaches
a keypoint, its orientation is better to be fixed rather than
varying such that it is easier for the operator to drive the
slave robot to perform a task. According to (10), we define
a small positive parameter ¥r determining the radius of the
range of a keypoint. ‘X, = ['X,,,"X,,,"X,.] is a matrix
aligning all the positions of the keypoints. When the current
slave position X is at or near one element of ‘X, (inside
the range k), the reference orientation will be °¢ X,., where
°k X, is the orientation of a keypoint. If *X is outside the
range, °X, is still the orientation created by DOG. The small
positive parameter ¥ will not introduce large sudden jump
between °*X,. and °X,.

By employing DOG, the slave robot’s position *X, and
orientation °X, track the master robot’s position *X,,, and
the reference orientation °X,, respectively. In the case that
the preset keypoints is satisfactory without pose noise, the
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Regulated pose Original pose

Limited orientation
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Fig. 2. Regulation of the robot’s orientation. The industrial robot with its
original color stands for its original predefined pose, while the robot in blue
stands for the regulated pose. the cyan cube represents a small workspace
centering the tip of the robot with original pose. The navy blue cone denotes
the orientation boundary of the industrial robot.

the ground, which is the surface created by the X axis and Y axis of the b:
coordinate of the slave robot. B. unparalleled tool tip. C. paralleled ti

following quadratic programming with hierar 1
tasks in (11) can be used for teleoperating avejrobot.
. / 1
min =7
Ts 0 2 1 1
Subject t S an
Subject {to Tas

where 7, is the control{input to slave. Task 1 and Task 2
are included in PSoT hown in Algorithm 3.

Algorithm 3 k of Tasks (PSoT)

Task 1: ‘X, — "X, < o7y <X, — 1X,

where J; = [(JT38JT]T denotes the jacobian matrix of the
slave with *J, for translation and °J! for orientation. * X, and
tX,, denote the lower and upper boundaries. The workspace
created by the boundaries can adapt to the practical task space
by using the proposed workspace tuning approach, which will
be explained in next section.

Task 2: Jy7s = F

where F, is the controller in Cartesian space that will be
introduced later. This task is used to map the Cartesian space
control input F to the joint space control input 7. It can be
further written as 74 = JJ Fy for simplicity, where .J can be
regarded as J; 1.

According to Step 5.B, the pose noise in the area of one
keypoint can lead to task failure if the robot using the preset
orientation. We take the grasping task as an example: If the
object’s orientation is changed due to external disturbances,
or the preset keypoints in Step [ is not satisfactory, the robot
with the preset orientation is unable to successfully grasp
the object. Therefore, further regulation on the slave robot’s
motion is needed. This further regulation is performed using
an algorithm called MSoT and described in Algorithm 4.

Algorithm 4 Motion-regulated Stack of Tasks (MSoT)
Task 1*: * X g — ' X, < 1Jyme <X 5 — L

to the recorded position 'z,
tX .o = ' X,oo + te, wher® te i
elements. This task is utili
fine movement.
Task 2*: °X .5 — °

with positive small
small workspace for

X cs T °X s
er and upper boundaries for

he translation control part of the Cartesian space
ntroller F. This task is to let the tip of the robot reach the

ere *.J, is the Jacobian matrix from the slave’s base to
Joint v. The controller * F; is the Cartesian space controller
that allows the position of Joint v ¥ X, to track O, which
will be explained in next section.

Task 5*: Let the X axis of the coordinate of slave end effector
be parallel to the ground.

As shown in Fig. 2, when the slave robot enters the range
kr of a keypoint, the operator can launch MSoT for motion
regulation, where Task 1* allows the operator to conduct fine
movement in a small workspace on the condition that the
scaling gains are not amplified. The small workspace can limit
the slave robot’s position in the range of a key point so that the
slave robot can be less likely to be affected by the amplified
master reference signals. Also, it is easier for the operator to
perform the task.

Task 2* defines the orientation constraints which allows the
orientation of the slave robot to vary in a cone.

Task 3* and Task 4* work together to re-regulate the slave
robot’s orientation. The work process is as follows.

1). At beginning, record the current position and orientation
of the slave robot as ‘X ec, °Xyec.

2). Joint v is the joint next to the tip joint. Create a vector
with a constant length D which starts from Joint v, along the
link with its length dg between Joint v and the tip joint, to the
endpoint O;.

3). Then, when the operator drives the slave robot to move
to a new position, another vector is created, which starts from
01, passes the tip joint and is with a constant length D.
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Accordingly, the location of the endpoint Oy of this vector
can be determined.

Therefore, by letting Joint v closely track Os, the orienta-
tion of the slave robot can be re-regulated.

To perform tasks better, it is necessary that the slave’s tool
effector with the re-regulated orientation is parallel to the
ground as shown in Fig. 3A. Otherwise, the operator cannot
regulate the slave orientation to an optimal pose as shown in
Figs. 3B and 3C. The method that lets the tool tip be parallel
to the ground is described in Appendix, which is set as a
constraint in Task 5* of Algorithm 4.

The following quadratic programming is used to hierarchi-
cally include Task 1* to Task 5* in MSoT as constraints.

*1
i ~||7s||2dt
rnm/0 2H7’H2

Ts

Subject to Task 1* (12)

Subject to Task 5*

After the slave’s orientation is re-regulated and the task
is performed, the reset keypoint g; is automatically updated,
which allows the slave robot to perform the task at the keypoint
with a better orientation in the next round. We propose an
algorithm called GUR to update g; as shown in Algorithm 5.

Algorithm 5 Goal Update Rule (GUR)
1. At the range of a keypoint, treat each re-regulated orienta®
tion as a trial (totally K trials, k£ = 1...K), record the pose ‘as
Xg,k, and calculate their cost-to-go Sy,

H M-1

Sk = dmp + {Z Z "t be

h=1 m=0

({3)

2. When a new trial appears, compare its €Ost-to-go\S,, ¢, With
Sk (Sx = max([S1,Sa, ..., Sk])), and_then update/Sy as

Sk _ Snew if Sk P Snew (14)
Sk if Sk < Snew
3. Calculate the probabilities P, for/each trial.
P 1 (15)
2i—1€ 0
4. Update the newfgoal g; at a keypoint
K
g =Y PuXgk (16)
k=1

5. Insert g; into DMP to create new sequences of trajectories.

In (13), ¢nr,r stands for the terminal cost, which can be
freely designed according to different tasks. For example, for
pick-and-place tasks, ¢, can be designed as follows.

(bM,k = acl(l - |ngFgr7k|’YgT) (17)

where a.; is a gain, which determines the weight of ¢ns k.
Fy. . denotes the grasp force of the gripper at k-th trial. In
this paper, the gripper’s grasp force is estimated by using the

force observer in [16]. kg4, is a gain to normalize |kgy Fgr k|
to be no more than 1. 4. > 1 is a positive constant.

M in (13) denotes the length of a trajectory vector created
by DMP from g; at one keypoint to the next. H denotes the
total number of keypoints. H can be freely adjusted according
to the applications. The immediate cost hrm is

hgtH2

where oo is a constant gain. hétmj,i denotes each element of
the trajectory vector from the goal "g; of the other keypoint
to that of the current keypoint. In (13), the terminal cost
o, evaluates that whether the task 48 performed. Lower
¢n,; means larger grasp force, and@impliesqthat the slave
robot has tightly grasped the objectsin a good orientation. The
immediate cost hn,i evaluates /the orieéntation’s smoothness.
The low cost means that the slave robet needs not to twist
itself too much from other keypeints®e the current one, which
is more efficient.

After the orientationwis re-regulated by using MSoT, its
cost-to-go S,¢,, 18 evaluated, and is compared with Sy. If
Snew is lowermthan(Sy, it will replace Sy as shown in
(14). Then,(calcdlate the probabilities based on those Sy, in
which lower Sy determines larger probability. v, in (15) is a
positive constant gain that determines the weight. With these
probabilities; the new goal g; can be calculated from (16).
Finally, update the new g; into DMP to calculate the new
sequences of trajectories.

h (18)

Tti = acZHh(Straj,m -

III. MASTER-SLAVE CONTROLLERS

This section describes the proposed workspace tuning ap-
proach to resolve the problem of workspace inequality in Step
4, and then introduces the control laws. Due to the page
limit and the different academic focus, the environmental force
detection and reflection, and the related transparency issue will
not be discussed in this paper, which has been analyzed in
depth in [16]. The force controller proposed in [16] can be
directly added into the control law of this paper. The human
force [}, and environmental force F, in this paper are assumed
to be fully estimated by the observer in [16].

We define the asymmetric position control errors and ori-
entation errors e, = [‘el, °eT]T between master and slave for
the use of PSoT

teé'(t) = tXS (t) — FA(t)tXm(t - Tf(t)) +&osr
Pem(t) = Ta(t — Ty(t)" X (t) — *Xo(t — Ty(t) + Eogs
%es(t) = °Xs(t) — ° X, (t)

(19

where Ty and T} are the feed-forward and feedback time-
varying delays between the master and the slave. The differ-
entials of time delays are bounded. That is, 0 < |T | < dy .
The time delays T ; also have their upper and low bounds
as Iﬁb <Tpp < Tﬁb. The term &,¢s is a offset vector that
maps the origin of the master manipulator to the center of the
desired original workspace of the slave robot.

The term 'y = diag([Tag,Tay,T4z]) is an adaptive
diagnal matrix gain, which is used to amplify the master ref-
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erence position at X, Y, Z directions. We define the following
adaptive laws for the gain I'4

T4 if P X, (t—=T¢) >0
Tai={ 6= i) i=z,y.z (0)
T a0 if tsz(thf) <0
FAU = "Yaij + YA, J = 1,2
1 2
ij = max(Lai;) — “vaij
YAij x(T ai5) YAij Q1)

i = aa(—Ka1°Vaij + K42 P (Fri(t — Ty)))
+ (1 = aa) (ka3 P (Fri(t — Ty)))
where max(T"4;;) denotes the highest historical value of I 4;;.

The gains K41, ka2 and k43 are positive constant gains. o4
is a variable gain (0 < ay < 1) expressed as

1 1
g = itanh(hAxe) + 3 (22)
where h 4 is a constant parameter. y. is derived as
min(|* X, 1 — "X, |)
Xe = Fr — max( | min(|* X4, T — "Xy, [) | ) (23)

min(|" X, I —*X,.|)

The term F}; denotes the human felt force at ¢ direction.
The function Z2;(Fy;)) in (21) is

|Fhi| — Fri if [Fpi| > Fri &t X0 >0
P1(Fri)) = {0

else

|Fpi| — Fni if |Fpi| > Fii & ' X0 <0

Po(Fni)) = {

0 else
(24

where F),; denotes the threshold.
The slave position barriers ‘X5 = [ Mgz, ' Xoby,  Xosz)©

and ' Xos = [ Xosu, ' Xosy, ' Xos: |~ cdngTaskpl_of PSoT are
updated according to I"4; as

thsi = FA'L' (txasi - pm’) =+ Poi
tXosi =T (tmosi - poi) + Poi

(25)

where ‘z,,; and tz,; [@are the initial lower and upper bounds
that build the gnitial wotkspaces for the slave robot. p, =
[Pozs Doy o) Tis thegeriginal position of the slave robot.

To further guaranfee the motion smoothness, we define the
velocity boundary B, = [B,;, By, B,.]T as

By, = (b, —b)e "l + b, i=xz,y2z (26

where b,, and b; are the upper bound and lower bound. ¢ is
positive gain. B,, decreases along with the position error ‘e,
increasing with the rate ¢.

The proposed workspace tuning approach is (20)-(26),
whose logic is as follows. The value of I' 4; is separated based
on the original position ([0, 0,0]7) of the master in (20) to the
extent that the gain I 4;; at one direction will not influence the
gain I" 4,0 at the opposite direction. In (21), the initial value of
1y4i5 s 1, and 24445 is O at first. Therefore, the gain I 4; is
1 at the beginning which means the workspace of the slave is
small and has the same size as that of the master. (In the paper,

the master’s workspace is a preset workspace, which is a little
smaller than its practical workspace. This workspace is built
using (31).) When the slave robot reaches its initial boundaries
tzﬂ or tx,e; and stops, if the human operator keeps moving
the master manipulator forward, the operator can feel a spring-
like feedback force, which makes the human applied force Fj},
increases at a certain direction. The spring-like feedback force
is caused by the master-slave position error tuned by a variable
gain KC,,, in (33). Therefore, &2;(F};)) in (24) can be increased
by the human force. As illustrated in (10), x. in (23) is a
criteria that evaluates whether the slave robot is at the area of
a keypoint, in which x. > 0 denotes thatgthe slave robot is at
the area and vice versa. Accordingly, (> Oleads the variable
gain a4 in (22) to converge to 1, which'simplifies the adaptive
law 2’.}/141‘]' = *HA12’YAij + I{AQ:@]' (th) n (21) It means that
27,41-]- tracks the increased Z;(k};)) s that I'4;; gradually
increases. Since any keypoints area caft be the main place to
conduct the task, the ggadually“increased workspace is more
reliable for performing thegfask. On the other hand, when the
slave robot is notgat the key point and a4 converges to zero,
the adaptive law is‘changed to be 2"yAij = ka3 Pj(Fp;). This
means that ghe gain Ty,; accelerates its increase rate to let
the slaverobotgfast @nlarge its workspace. Finally, By adding
145, the, gaimgligh;; will only increase or keep its current
valuey but ‘never decrease. The adaptively tuned scaling gain
T 4, the valoeity boundary B,,, and the dynamically regulated
workspace created by * X, and t X, efficiently work together
tojguarantee a smooth movement.

When PSoT is switched to MSoT, the position control errors
i§ changed to be

fes(t) =" Xo(t) + "Xpee — "Xt — T4 (1))

Lem(t) = "X (t) — (" X5+ Xpee)(t — Tp(2)) @7

The velocity boundary in (26) will also prevent the sudden
jump between (19) and (27).

The dynamics of the robots, including master and slave, can
be estimated by the Type-2 fuzzy neural network proposed in
[16], which can attain high accuracy and is robust against
uncertainties, and can be expressed by a combination of
multiple linear local models as:

M;d; + Cids + Digs + Ei = 7o + J] Fype  (28)
where ¢ = m/s stands for master/slave; M;, C;, D; and F; are
weighted sums of the local models’ coefficients with dynamic
fuzzy membership grades as the weights. Thus, M;, C;, D;
and E; are known time-varying parameters to describe the
nonlinear robotic system; g;, ¢;, and ¢; are the vectors of joint
displacement, velocity and acceleration;

According to the above equations, we design the slave
control law in PSoT as

7o = JJ F,
rs1 = Asltes + Xsa
Fs - _kaslrsl - MsAsl(Xs - CSX’I‘) - Msjs(js + CsXs

+D,X,+FE,—JI'FE,
(29)
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Master |,

Fig. 4. Experiment setup

where A is a positive diagonal matrix. ks; is a con-
stant gain. B, is a diagonal matrix expressed as B, =
dmg([B%z - X§w7B12)'u - Xs2y7Bzz - X52z7 1’ 17 1]) XT =
[X;{L(t - Tf>7OXrT]T’ Cs = diag([Laz(1 — Tf)vFAy(l -
Tf),Ta.(1 — Ty),1,1,1]), Ty and T are the estimated T
and Tb using the time delay differential estimator in [39].

The position controller * F, used for Task 4* in MSoT as
tVE@ = _kSQrSZ
Tgo = ASZ(tVXs - 02) + tVXs

where Ao is a positive diagonal matrix and ko is a constant.

At the master side, the operator will feel a spring-like force
feedback when the robot is constrained by the barriers of its
workspace, which increases the human force Fj and make$
the equations (24) work. Accordingly, we propose the hyper-
plane weighting function as (31) where ppy, > 1, “bpy &
1> 'y, > 0 and

(30)

b if x> Ybpy,
saty(r) =< = if Yo < 2 < “Dhipg (32)
W if 2 < by,

The master workspace is created by using (31). Its logic
is that when the slave end effector is*conducting*free motion
inside the defined workspace, kp,,, converges to “b;,,,. On the
other hand, when the slave endweffector reaches the defined
barriers, kp,, decreases to ‘bhy,. Based on this, we define the
master control law as

Tm = J;—LFm,

ry = Amtem +* Xm7

]Cm — dzag([|Fh, + Ah|*/‘éh,mac7 ‘th + )\h‘*'ﬂhmy7

‘th _|_ )\h|_’fh'mz})7

Fp = Kot ~ My Ay (X — Dalt — Tp)(1 — Tp)

— JLF,
where A,, is a positive diagonal matrix. A, is a small
parameter close to zero. Based on (33), when xp., 1S “brm,
K. is close to zero that makes the operator have little force
perception. When kp,, decreases to Yhms Km increases,
which provides the operator with a large force feedback. The
large force feedback increases Fj,, which then influences (24)
of the proposed workspace tuning approach.

The stability of the slave and master control laws (29) and
(33) is proved in Appendix.

(33)

IV. EXPERIMENTAL RESULTS

This section presents the experiment results of the proposed
ABT control algorithm. The experiment setup is shown in Fig.
4. The master haptic device is a Geomagic Touch and the
slave robot is a UR10 robot. A gripper (Robotig-85) is used to
perform the pick-and-place tasks. Two computers are utilized
to drive the master haptic device and the slave robot. The
time delays in the communication channels between the two
computers are around 100 =+ 10 ms.

A. DOG

First, we evaluate the proposed DOG. After the keypoints
are roughly preset, DMP is used to create,trajectories between
every two keypoints and DOGgis utilizedyto determine the
reference orientation °X$ from\the trajectories. Given two
keypoints (Point 1 = [-0.6423y, -0:06,.0:3277, 0.6678, -0.665,
-0.221, 0.2509], Point 27= [-0:6453, -0.06, 0.6339, 0.5167,
-0.5178, -0.4863, 0.478])gwenfirstly let the slave robot au-
tonomously follow the trajectary between these two keypoints
created by DMP as'shown in Fig. SA, and then tele-operate the
slave robot t6' move from Point 1 to Point 2 with its orientation
following the réferefice orientation ° X, determined by DOG as
shown in'Big. SBgldn Fig. 5A, the sampling rate and preset time
intef¥al in‘the DMP are 0.01 and 1s, respectively. Therefore,
there are 10D groups of pose elements in this trajectory. When
the robot moves up following the trajectory, small signal jumps
oceur. In order to smooth those signal jumps, the sampling rate
needs to be tuned very high, which means that a large number
of pose elements are be generated in one trajectory. if a large
series of trajectories are required, such large number of pose
elements may increase the computational complexity. Also,
if two keypoints are close to each other, the generated large
numbers of pose elements are unnecessary.

In comparison, the sampling rate in Fig. 5B is 0.1 (11
pose elements in one trajectory). By using DOG, the reference
orientation °X, and the slave orientation °X; smoothly vary
in continuous state without signals jump. Also, the required
number of pose elements is also small.

B. Enlarge workspaces

When switching to bilateral teleoperation, the operator
needs to firstly enlarge the workspace of the slave robot and the
master scaling gain I" 4 in order to allow the workspace of the
operator to be exactly fit for the specific task space as shown
in Fig. 6. Fig. 7 and Fig. 8 demonstrate the process of operator
enlarging the workspace using the proposed method. At begin-
ning (Os - 30s), the master controls the slave robot to conduct
free motion, with the master scaling gain I'4 tobe I'4,1 = 1,
FAIZ = ]., FAyl = 1, FAyQ = ]., FAzl = 1, FAZQ = 1. The
initial position barriers in PSoT are ! X, = —0.6, { X5z = 1,
Xosy = —0.1, ' Xy = 0.1, ' X, = 0.26, 1 X, = 0.4. the
position offset &7 is [—0.5,0,0.3]", which means the origin
position of the slave position is p, is [—0.5,0, 0.3]Z". During Os
- 30s, the slave robot is following the master’s actual position.
Then, during 30s - 170s, the slave robot reaches its barriers
and conducts constraint motion. From 30s to 100s, the operator
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Fig. 8. The ch and orientation tracking

Orientation Y ' Orientation X .
drives the slave robot to move up; and then from 100s to 170s,

the op drives the slave robot to move right. when the
ransmitted master position exceed the barrier, the operator
feel a large spring-like force according to (31). Then, by
the workspace tuning approach (20)-(25), the master
aling gain 'y and the barriers *X,,, tX,, also increase
based on the human applied forces. By properly setting the
adaptive controller in (21) (k41 = 20, Ka2 = 5, ka3 = 1),
the increasing rate is slow which provides the operator with
enough time to decide whether the enlarged workspace is fit
for the required task space. After 170s, the slave robot stops
conducting constraint motion, and the operator then drives the
slave to conduct similar free motion as that in the period (0s-
30s). However, compared to that in Os -30s, the slave robot
now makes a much larger movement. The scaling gain I'4
is also increased. The first two graphs in Fig. 8 illustrate the
comparison between the increased gains and unraised gains,
which makes the scales of the robot moving up and down,
moving right and left are totally different. (e.g. When the
robot moving downside its origin, the slave robot still closely

Fig. 5. Comparison between the trajectory created by DMP and DOG

L ) 03 : = follows the actual master position because of the unchanged
Constraint Constraint Motion —x p g
g% ool - /?TF ~_w==]  scaling gain I'4.;). In addition, from Fig. 6, it clearly shows
Bos g i - L the gradual variation of the slave orientation from one keypoint
z ¥ P - | . :
04 i J\[\h < ’I\{ to another, which proves the proposed DOG can effectively
Y S Lo ) prevent sudden jumps of slave orientation. These gradually
[ 50 100 150 200 250 0 50 100 150 200 250 . . .
Time (s) - 2 axis Time (s) - Y axis changing orientations benefit the robot to perform tasks.

“ Consraint voton | b " Constraint Motion [~ For comparison, we validate the scaled control method that
z z 6 | ] is used by the previous study (e.g. [34], [40]), where the
@ 107 = v 4 . . . o
5. 5 MW | master scaling gain is set as constant. Fig. 9 demonstrates

ok O o W‘ \’ W - the experiment, where the task is teleoperating a slave robot

T IR P s w0 e w0 20 to grasp a bottle. Since the actual workspace is unknown, we

Time (s) - 2 axis Time (s) - Y axis

set the master scaling gain to be [5, 5, 10] that is large enough
Fig. 7. Position tracking and human applied force when enlarging the to cover the task space. The first two figures show the slave
workspace position tracking the amplified master position and the second



IEEE TRANSACTIONS ON CONTROL SYSTEM TECHNOLOGY

o
n

——=xs

Position {m)
-

e
in

Position (m)
2282 8%

o

50 100 150 200
Time (s) - Z axis
02 0.2

——xm

01

T

0 50 100 150 200 - 0 50 100 150 200
Time (s) - Z axis Time (s) - Y axis

Position (m)
Position (m)
By

——-x

| —
X 1 X
m o2] | divad | \ m
I I |
I | ,
0.4 i N
E ! "
0 il
-0.6 Elm

0 50 100 150 200 0 50 100 150 200
Time (s) - Y axis Time (s) - Z axis

Orientation
Orientation

Fig. 9. Position and orientation tracking in the experiment with constant gain
for comparison

two figures show the actual master position. From the four
figures, we can see that any little movement of the operator can
lead to a sharp movement of the slave robot. Moreover, since
the slave orientation definition is based on the slave position
in DOG, the slave orientation is drastically varying as shown
in the final two figures. The operator can barely perform the
required task.

C. Single task

task space, the slave robot is ready to perfor
place task. In this subsection, the slave robo
to pick one fallen bottle at one table (keypoi
it to stand upright on the other table
and 11 demonstrate position tracking
orientation tracking and regulatio
force. When the slave robot move
and is ready to grasp the bottle,
(10s-50s), in which the slave\workspace is changed to be a
small rectangle centere he slave position (* X s, —
tXcsx = 0.2, tXcsy tXcsy 0.2, tXcsz - tXcsz =0.1)
in order to resti ot’s movement. The equation

pport the operator to conduct fine
sping the bottle, the robot starts to move
down in order to ‘place the bottle to a lower table. From 110s
to 190s, the slave'robot are in constraint motion in order to
enlarge the lower boundary !X, (from 0.26 to 0.01). During
the constraint motion, the slave robot is slowly moving down,
which allows the operator to have enough time to regulate
the orientation and place the object (let the fallen bottle stand
upright on the other table). Compared with Fig. 9, Fig. 11
shows the smoothly varying slave orientation, which validates
the superiority of the proposed algorithm.

Fig. 12 demonstrates the orientation regulation when per-
forming this task. Task 4* in MSoT allows the tip of the slave
robot rotating like a cone, and Task 5* allows the gripper
keep parallel to the table. Therefore, it is easy to regulate
the robot orientations from the primitive orientations in the

08
- -y
H Xm 0.4
06 i { —-—-~ upper
= . ———upper = Fiay Vo
E.. . T e E 03 L{fl}\r —-—~lower
§ i - o2
2 02 s 2 4,
3 Sma S o
MsoT ¢ Constraint motion 01k - o e
-02
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Time (s} - Z axis Time (s) - Y axis
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_ —n Constraint motion
10 05
2 z l
3 ofre——— T I o — oo
5 -~ - 5
frd frd
10 _w 0.5
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Fig. 10. Position tracking and human applied for e pick-and-place task

Orientation

100 150 200
Time (s) - Z axis

gripper force

50 100 150 200
Time (s) - Gripper

D. Multiple tasks

In the final experiment, the operator derives the slave robot
to pick and place three objects which are placed with different
poses. The experiment procedure is shown in Fig. 13. At Pro-
cedure 1 (P1 in short), three keypoints are roughly determined
(Fig. 13A-C), in which the primitive desired orientations
(Table I) are included in the three keypoints. Then, at P2 (Fig.

Original Orientation First Regulation

[ 1

Second Regulation

e

Fig. 12. Regulating the slave orientation when picking and placing a bottle



IEEE TRANSACTIONS ON CONTROL SYSTEM TECHNOLOGY

Moving down

P5 Grasp the second object

P4 Place the first object

Unchanged

Moving down I

P7 Grasp the third object

P8 Place the third object

Overall taskis
accomplished

Accomplish
&

P9 Back to origin

Fig. 13. Overall procedure of picking and placing three objects (a white bottle, a yellow bottle and a box) with different orientations.

TABLE I
KEY ORIENTATIONS

OXS(E aXSy DXSZ OXS’LU

15T keypoint ~ 0.5166 -0.5174  -0.486 0478
274 keypoint  0.7544  -0.6457  -0.11841,0.00)
374 keypoint ~ 0.3891  -0.4325 -05815 0:5687
15¢ grasp 0.5864 -0.7939  0.1353  0,08377
274 origin 0.5867  -0.7901" “-0a1361 =0.08137
274 grasp 02718  -0.9251 40.2401 “00.1101
374 origin/grasp  0.5842  -0.7881M" -0.1283  0.09073

TABLE, II

FINALLY ENLARGED I' 4, * X5 AND t X5

FA ths and tXOS
T = 1.053 t Xpse = 1
I4eo =3.167 tX,sx = —0.8167
Digh =4.134 X,y =0.4134
Tago =1.766  tX,5y = —0.1766
Tu.1 =5321 X, =0.8321
Taze =9673 fX,s, = —0.0869

13D-F), the operator teleoperates the slave robot to enlarge its
workspace. The final enlarged gain "4 and barriers !X, and
tX,, are shown in Table II. At P3 (Fig. 13G-I), the slave robot
is controlled to grasp the first white bottle. After re-regulating
the orientation using MSoT, where Task 4* helps the robot’s
tip point down to the ground. The robot can then grasp the
white bottle, where the current orientation is recorded in Table
I (1%¢ grasp). Then, at P4 (Fig. 13J-K), the slave robot stably

places the white bottle onto the other table in another angle to
let the fallen bottle stand upright. At P5 (Fig. 13L-N), the slave
robot starts to pick the second yellow bottle. Note that because
of the last successful pick, the goal orientation in the range of
Keypoint 2 is updated to be the robot orientation of grasping
the first bottle (1% grasp) by using GUR with its cost-to-
go value being 5.8461. Therefore, original orientation for the
second grasp (2"¢ origin) is same as the orientation of grasping
the first bottle (1%¢ grasp). However, due to the large difference
between the orientation of the second yellow bottle and that
of the first white bottle, the robot with its current orientation
is unable to grasp the second bottle. Therefore, MSoT is used
to re-regulate the robot orientation. Note that by using MSoT,
Task 5* makes the robot gripper always parallel to the table
and the operator can adjust the orientation to be optimal in
a short time interval. Also, the current robot orientation of
picking the second bottle is recorded and its cost-to-go value
is 8.2735. The reason that the cost-to-go value is larger is
that the robot needs to twist more if the robot moves from
Keypoint 1 or 3 to Keypoint 2 (the immediate cost "ry; is
larger). At P6 (Fig. 130-P), the robot also stably places the
yellow bottle to allow it to stand upright. At P7 (Fig. 13Q-R),
the slave robot starts to grasp the third object, a box. Since the
cost-to-go value of the orientation of grasping the first bottle
(1% grasp) is lower than that of the orientation of grasping the
second bottle 2"¢, the original orientation at the third grasp
(374 origin/grasp) is still same as the orientation of the first
grasp. Also, since the pose of the box is similar as that of
the first bottle, the robot can grasp the box in an optimal
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orientation without changing its orientation. Later, at P8 (Fig.
13S-T), the slave robot stably places the box onto the other
table and keeps it stand upright. Finally, at P9 (Fig. 13W), the
operator drives the slave robot back to its origin and completes
the overall task.

V. CONCLUSION

This paper proposes a novel shared autonomy control strat-
egy for ABT, which allows the operator to remotely control the
slave robot with optimal orientation regulation in an adaptive
workspace. In this control strategy, the orientation definition
algorithm DOG is proposed. Combined with DMP, the slave
robot can have a smooth and reasonable orientation change
when the slave robot is moved to arbitrary positions in the
overall worksapce. A new stack of task MSoT is proposed
that allows the operator to drive the slave robot to conduct
fine movement and moreover, provides the slave robot with
the ability to regulate its orientation. In master-slave control
laws, a workspace tuning approach is proposed to update the
scaling gains and the barriers of workspace to the extent that
the robot’s workspace can adapt to different task spaces. Based
on the shared autonomy control supported by the above new al-
gorithms, the human operator can solely use position command
to perform tasks with various orientation regulation, which
can effectively alleviate the operator’s burden. Experiments
for different scenarios and multiple tasks are conducted by
using an experiment platform which consist of a 3-DoF hapti¢
device and a 6-DoF URI10 robot. The experiment results show
the feasibility of the proposed strategy.

APPENDIX
A. Stability of the Bilateral Teleoperation System

Before proving the system stability, some lemmas is pro-
vided as follows

Lamma 1: (Schur complement) Let M, P, (hbe the given
matrices such that @@ > 0. Then

P MT

<R+ MTQ M <0
M -Q @

(34)

Lamma 2:[4d] For any, constant matrix M € R™", m =
m! > 0, and 3K 1)<, the following inequalities hold:
(e} (03 (03
(a— 5)/ @ (MM i (1) dny > (/ @ n)dn)TM/ &(n)dn
B B B
(35)

Adding the control laws (29) and (33) into (28) the follow-
ing equation is derived.

i =Ar+ X (t—T)+ AX({t—T)+ X+ SF (36)
where r = [r7,r7]7, X(t - T) = [XT(t — T), XT(

m

", Xt - 1) = [XT(t — T, XT(t - Tt F o=
—B, M kg 0
XTI (Xs(t — T °
XT (Xt = T 0o M,
0 AHs 0 AsHs
JZ{Q = ! b dg = 2 2 "Q{4 =

A0 ] A0
0 A HmQ ' o 0 —As

Ty, 00) Hee = diag([-T'4,0]), Hp1 = Tp —
(1—Ty)Ta(t—Tp).
We also define an output e

Mo = diag([Ty

Ty, Hma =

1 -1 0 0 0 0
0 0 1 -1 0 0
e=[0 O|X+|0 0]|X+|[1 —1|X
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 (37)
0 0 0 0
+10 0 |r+ |0, 0 |fF
1 -1 0 @
0 0 w1

= Wi X + WoX S WA X0 Wyr + W5 F

Our goal is to minimizes€ by finding proper control gains
such that the®®veralljsystem is stable. The following H.,
performance regitirement is needed.

(1) + X7 ()X (n)dn

foetr s [ Frr
(38)
Consider the following Lyapunov funcations as V =V, +

Voot V. + Vy, where

Vo =1l P, +rIP.r, (39)

t t
Vi = / r} (M) QI (n)dn + / rl (1) Qsrs (n)dn
t_If =T,
(40)

0 t
V.= / X5 (1) O X (n)dn
Tf +6
0 t
+ / xT
—Ty Jt+6

0 t
Va= /7 XrTn( )]Bme(U)dU
— t+6 (42)

0 t
+ / | XT(nBsX(n)dn
+0
where P,, > 0,P, > 0,Q,, > 0,Q, > 0,B,,, > 0,B;, > 0. By
applying the above two lemmas, we can achieve the follows
V, <2 TP(d v+ Ao Xt —T) + A3 Xt —T)+ A4 X
+ A F)

(41)
()05 X4(n)dn

(43)

Vi <rTQr —rT(t — T)HQr(t — T) (44)

V. <TXTOX — (X - X(t - T))TU,0(X — X(t —T))
(Xt-T)- Xt -T)"U,0(X(t-T) - X(t—T)
(45)
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Vd < TXTBX —
(X(t—T)

(X —X(t-T)TUB(X — X(t—1T))
—Xt-T)N'U,B(X(t—T)— X(t—T)

—B,M kg 0
0 —M K
0 AH
M

where o, = l

constant matrix. o/5 = with Hg1 > Het,

0 AHs

and H,, >
= A,

with He >

Hso, 34 = with ﬁmz > Hpo P =

A 0
0 ApHpmo
diag([ Py]), O = dwg([@)m@ 1), Q= dmg([@m’@s])
diag([Bu, B.]), H — diag([l - dy,1 — dy)). Us =
dzag([QTf 4 b)), Uy = diag(( T Tk
From (36), we can derive Ar + o/ X ( —T)+ X (t—
T)+ X + o5 F —1 =0.
Then set A4 = [.41,0,0,0,0,0,0,0,0, .45]
ing equation can be derived

T The follow-

XTNLx+XTN BX(t—T)+xT N AX({t—T)

47
XTI N DX +XT N et F =0 @0

where X1 = [l’,l’(t - T)7X7X(t - T)7X(t - T>7q7q(t -
T),q,r]7 and £ = [44,0,0,0,0,0,0,0,0,—1]. Then, V cad
be rewritten as

V< Vot Vo + Vet Va+ 2T N Lx + (5 + T ff+ D)
XEN N Xy + o XT (8= T)X (= T)

+ 3 XT(t-T)Xt—T)+ A1 X"X

<X1_.1X1+2l‘ P%.F‘FZX N s F.

(48)
with the matrix Z; written as (49)
==
[=11 * * * * * * * * * ]
0 oo * * * * * * * *
=31 0 =33 * * * * * * *
Eag 0 By “Bag ¥ * * * * %
0 0 0\ 554 Es5 % * * * *
0 0 0 0 0 Zes * * * *
571 0 0 0 0 E76 577 * * *
0 0 0 0 0 0 Zs7 Zss * *
0 0 0 0 0 0 0 0 ZEog *
=101 O 0 0 0 0 0 0 0  Zio010l
(49)

Where 211 = 2@%14’@4’2(/1/12{1 (%2+%3+ﬂ4)% e/Vl,
-31 - Pﬂ% =41 = ]PJZ{S’ =71 = PQ{Q, =101 = </V2Tvd1
MT+(d g+ 3+ ) MT Ny, Bgy = —HQ, Bg3 = —U,0,
543 = gl(@, 544 = —U1© UQ@ :54 = U2© :55 = —Ug@
Z66 = TO—-UB, =7¢ = —U1B, Z77 = —U1B - U3B, Eg7 =
UsB, Egs = —UsB, Egg = TB, Eq010 = —ANy! — N+ (o 2+
A3+ A 1) N N

Adding e — T2FT F — XT X to both sides of (48) yields
V4ele—T2FTF - XTX <xT2 1 + 2"Pat F
+ 0T Nt F+ele—1?FTF-XTX

< X3 Z2x2

(50)

where x2 = [x{,F], Z2 is derived by using Schur compli-
ments as (51), where 211 = 2P« + Q + 2494, Zg9 =

TB — Y21, E191 = S5" 1 — M Eigr0 = =AM — N,
S = Pt + M, Eii0 = s S = —Y2,
Eior = Wy, Eipg = Wi, Bigg = Wa, Ejag = Wi,
Ei211 = WL’ Bz = —1, Ei31 = M Eiz10 = S,
Eiz13 = — (o + 3 + o 4). Accofdingly, if there exist

Matrices that P > 0, Q > 0, O =30, B >0, .41 > 0,
M5 > 0 such that Linear Matrixdneguality (LMI) holds, the
overall bilateral teleoperation system 1S asymptotically stable.
By using the LMI toolbox 4n Matlab to' solve the inequality
(51), v is calculated to bes3.7190e —4, which is small enough
to guanratee the systel stability.

B. Method for the Slave Tool Effector Parallel to the Ground

Create a fvector that'is aligned with the coordinate of the
slave tipgas Welor =!|T1001,0,0]7. Then transfer this vector to
the base coordiniate by using the transformation matrix of the
robOtikinematics as

Xbase Ltool
Y;)ase Rrat th 0
(52)
Zbase 000 1 0
1 1

where R,..; is the rotation matrix.

Since the X axis of the slave tip coordinate is required to
be parallel to the surface constituted by the X axis and Y axis
of the slave base coordinate, Zyq,. needs to equal to *X,.,.
Accordingly, we can further derive

ra1Zool + 0+ 0+ X, =1 X,,

53
= r31=0 ( )

where r3; is the first element of the third row of R,.;.
Inside r31, we want all the first five joints of the slave robot
keep their current position and the only one that needs to be
regulated is the sixth joints (the joint for the end effector).
Based on (53), we can derive the reference joint position ¢,¢.
Finally, letting the joint position of the sixth joint g4 closely
track gs¢ can guarantee the slave end effector to be always
parallel to the ground.
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