
 

 

 

Determinants of economic growth 
across Sweden 
An analysis of exogenous and endogenous economic growth 
and convergence     

 
 

Author: Guadalupe Andersson  
(Date of Birth – 840410)  

 

 

 

 

 

 

 

 

 

Fall 2020  

Bachelor’s Thesis (NA303G), 15 credits   

Economics 

Örebro University School of Business 

Supervisor: Tamás Kiss 

Examiner: Hildegunn Kyvik Nordås  



Acknowledgements 

I would like to express my gratitude to my supervisor, Tamás Kiss, for all the valuable advice 

and comments provided throughout the process of writing this thesis. Moreover, I would like 

to thank the seminar teachers for their suggestions and advice on previous literature related to 

the topic of my thesis. Furthermore, I would like to express my gratitude to my husband Mattias, 

for all his unconditional support and motivation given during all the process. I would also like 

to thank my parents and siblings, my husband’s family and my friends for being there and 

showing their support. Last but not least, I would like to acknowledge my furry study and 

writing companion Coco. 

 

Guadalupe Andersson, 

Örebro University School of Business 

January 2021 

 

 

 

 

 

 

 

 

 

 

 



Bachelor Thesis in Economics 

Title:          Determinants of Economic Growth across Sweden 
Author:         Guadalupe Andersson  
Supervisor:   Tamás Kiss 
Date:             2021-01-04 
 
 

Abstract  

The purpose of this study is to examine the exogenous and endogenous growth theories in order 

to determine the factors that generate economic growth across the Swedish national areas during 

2000-2016. This analysis is made through the estimation of the Solow model, the augmented 

Solow model and the Romer model using the econometric methods fixed effects and random 

effects. Moreover, a convergence analysis across these Swedish regions is presented in this 

research, which is carried out using a random effects model. The results indicate that investment 

explains 94 percent of the variation in regional income per capita when random effects and 

regional time trends are taken into account. This finding suggests that investment is the 

determinant of economic growth in the short run, which is consistent with the predictions of the 

Solow model and the exogenous growth theory. Furthermore, the estimation of the Romer 

model yields misleading results, which are not consistent with the predictions of the endogenous 

growth theory. Nevertheless, the fact that the available dataset to study the Romer model is 

limited due to the difficulty of finding Swedish R&D data and the assumption that R&D is 

undertaken in the main offices of the firms typically situated in Stockholm, while the R&D 

spillovers are used in production facilities in other regions of Sweden may be responsible for 

obtaining such inaccurate results. Additionally, the study of convergence reports that there is 

conditional convergence across the Swedish national areas during 2000-2016. This indicates 

that the differences in income per capita across these regions have decreased during the 

analysed period.          
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1. Introduction 
 
Economic growth has been an interesting subject of study since the 1950s not only because of 

what economic progress represents for society, but also because there are different and 

sometimes opposing theories to analyse economic growth. Two of the most important economic 

growth theories are the neoclassical growth theory represented in this study by the Solow-Swan 

model and the augmented Solow model, and the endogenous growth theory represented by the 

Romer model in this research. The neoclassical growth theory, also called the exogenous 

growth theory states that the determinants of long-run growth are external factors that arise 

outside the economic system. Conversely, the endogenous growth theory suggests that the long-

run determinants of growth are generated by activities carried out internally in the economic 

system. Both theories state that the factor that establishes long-run growth is technological 

progress. However, the endogenous growth theory internalizes this factor while, the exogenous 

growth theory leaves this element as a variable that is outside its analysis. Furthermore, the 

exogenous growth theory points out that capital and labour have decreasing marginal returns to 

scale, which leads to a steady state equilibrium of the economies (Barro & Sala-i-Martin 2004). 

Consequently, the neoclassical or exogenous growth models predict convergence across 

countries and regions, this means that low-income economies tend to grow faster than high-

income economies. Thus, all economies will eventually converge and catch-up in terms of per 

capita income (Barro & Sala-i-Martin 2004; Fregert & Jonung 2014). On the contrary, the 

endogenous growth theory argues that there are increasing or constant returns to scale which 

allows the existence of endogenous growth and therefore there is no steady-state or convergence 

in the economies (Barro & Sala-i-Martin 2004). The study of economic growth is central to 

trying to find the factors that determine the wealth or poverty of a country. The discovery of 

these factors makes it possible to create conditions to promote economic progress, eradicate 

poverty and thus reduce the economic gap that exists between countries. These conditions 

include economic as well as institutional measures to improve living standards in all economies, 

but especially in developing economies (Fregert & Jonung 2014; Jones & Vollrath 2013). 

 

The purpose of this study is to examine the exogenous and endogenous growth theories through 

an empirical analysis of a regional panel dataset, in order to find evidence consistent with either 

of these two theories. Thus, this study presents an econometric analysis of the factors involved 

in the economic growth of a panel dataset consisting of the eight Swedish national areas during 

2000 - 2016, in order to determine the factors that contribute to explain the variation in income 

per capita. The Solow-Swan growth model is used to analyse the exogenous growth theory and 
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the Romer growth model is used to examine the endogenous growth theory. Additionally, the 

augmented Solow growth model proposed by Mankiw, Romer and Weil (1992) is used to 

incorporate human capital into the Solow-Swan model in order to explain the gaps that exist in 

this model. Human capital is an intangible asset of a company and is composed of qualities in 

workers such as education, health, emotional well-being, skills and training (Barro & Sala-i-

Martin 2004). Human capital is exclusively focused on education factor in this study and it is 

represented by the percentage of the population with a high school education in Sweden. 

Furthermore, this study includes an econometric analysis of the presence or absence of 

convergence in the Swedish national areas, in order to determine whether the results are 

consistent with the conditional convergence predictions of the Solow-Swan growth model. 

The two econometric methods applied to the panel dataset of this study are fixed effects 

estimation and random effects estimation. These methods are applied excluding and including 

regional time trends, in order to capture additional changes in the coefficient estimates due to 

time-trend characteristics. The fixed effects estimation is included to allow time-invariant 

features of the data to be correlated with the independent variables. Furthermore, the random 

effects estimation is included to take into account time-invariant individual features of the data 

when these features are not associated with the independent variables. Moreover, two proxy 

variables are used to incorporate a measurement of human capital and technology growth into 

the production function of the augmented Solow model and Romer model respectively. 

Hausman test is applied to choose the appropriate model between fixed and random effects for 

the dataset of this study (Wooldridge 2019). These econometrics methods are applied using the 

statistical software Stata.   

The data used in this study is based on the Nomenclature of Territorial Units of Statistics 2 

(NUTS 2), which corresponds to the national area level, due to the lack of data on the NUTS 3 

level for gross fixed capital formation. The NUTS 3 corresponds to the county level and most 

previous studies of Swedish regional economic growth are based on data at this level due to the 

higher accuracy of the data. However, indispensable variables for the examination of growth 

models are not available at the county level. Thus, this research aims to cover and present a 

more extensive analysis of Swedish regional growth, since the variable gross fixed capital 

formation, also called investment, is incorporated into the analysis of this study at the national 

area level. This can be seen as a possible contribution to the Swedish regional economic growth 

literature because all the fundamental variables for the analysis of the economic growth models 

are included in this study. Furthermore, another feature of this research that can be seen as a 



 3 

plausible contribution to the study of  the economic growth of the Swedish regions is that one 

of the central topics addressed in it is the analysis and comparison of the determinants of growth 

according to the exogenous and endogenous growth theory. Previous studies of economic 

growth across Swedish counties focus mainly on analysing whether or not there is convergence 

between these regions. The analysis of the endogenous growth theory applied to Sweden is 

made through the inclusion of the variable research and development, since the Swedish 

economy has a labour sector dedicated solely to research and development.   

 

The results of this study indicate that investment explains 94 percent of the variation in regional 

income per capita when random effects and regional time trends are taken into account. This 

finding suggests that investment is the determinant of economic growth in the short run, which 

is consistent with the predictions of the exogenous growth theory. Moreover, the estimation of 

the Romer model yields misleading results which are not in accordance with what the 

endogenous growth theory predicts. However, the limited dataset to study the endogenous 

model due to the difficulty of finding R&D data and the assumption that R&D is undertaken in 

the main offices of the firms typically situated in Stockholm, while the R&D spillovers are used 

in production facilities in other regions of Sweden may be responsible for obtaining such 

inaccurate results. Additionally, the study of convergence reports that there is conditional 

convergence between the national areas of Sweden during 2000-2016. This indicates that the 

differences in income per capita across the Swedish regions have decreased during the analysed 

period.          

  

The questions of this study are as follows: 
 

§ What are the factors that explain the variation in income per capita in the eight Swedish 

national areas during 2000 – 2016?  

§ Are these factors of economic growth consistent with the exogenous or the endogenous 

growth theory?  

§ Is there income per capita convergence in the eight Swedish national areas during the 

period 2000 – 2016?  

 

The structure of this study is as follows: Section 2 – Background and literature review presents 

an overview of the contributions to the exogenous and endogenous economic growth theories 

that are relevant for this study, as well as previous research that have focused on the regional 

study of economic growth and convergence. Section 3 – Theoretical framework provides the 



 4 

theoretical part of this study which includes the description of growth theory, the descriptions 

and derivations of the Solow-Swan model, the augmented Solow model and the Romer model, 

as well as the explanation of convergence and its implications. Section 4 – Data presents the 

description of the panel dataset, which includes the variables used in this study, the database 

from which these variables are collected, and the time period of study. In addition, the statistical 

description of the variables as well as the presentation of the dependent and independent 

variables is included in this section. Section 5 – Method provides the description and 

assumptions of the econometric methods used in this study and the explanation of the tests that 

are required to choose the appropriate model for the panel dataset. Section 6 – Model presents 

the specification of the regression models used in this research, which are linked to the 

theoretical models presented in section 3. Section 7 – Results includes the results obtained from 

the application of the empirical models, which contains, among other things, the coefficient 

estimates for each model and the interpretation of these estimates. Moreover, this section 

includes the results of the tests needed in the panel dataset analysis and the discussion of these 

results. Section 8 – Discussion provides the analysis and implications of the results reported in 

section 7. This section is associated with the background and theoretical part of this study. 

Section 9 – Concluding remarks presents the main findings of this study as well as the 

importance of these findings. Additionally, the limitations encountered during the research 

process and suggested future studies are included in this section.  

                 

1.1 Scope and delimitation of the study 
 

The purpose of this study is to examine the economic growth as well as convergence of a panel 

dataset of the eight Swedish national areas during the period 2000 to 2016. The reason for 

choosing this national division and this period of time is that the data needed for this economic 

analysis are presented in the Statistics Sweden database according to the Nomenclature of 

Territorial Units of Statistics 2 (NUTS 2) and during the time period mentioned above. Research 

and development (R&D) data are presented every two years from 2007 to 2015, because there 

is no available data for this variable for the entire time period. This represents a disadvantage 

for the analysis of the endogenous growth theory, because there are fewer observations to carry 

out the study of the Romer model. 
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2. Background and literature review 
 

Solow (1956) makes a remarkable contribution to the study of economic growth by presenting 

his long-run economic growth model. In this model, the author argues that the factor that 

determines the long-run economic progress of a country is technology or knowledge. Solow 

(1956) points out that technology increases productivity, but this factor is not created within the 

economy. Therefore, technology is considered as an exogenous variable in Solow’s analysis. 

The author bases his model on the Harrod-Domar model, which states that economic growth 

depends on the level of savings and capital-output ratio. In the Harrod-Domar model, higher 

savings are associated with higher investment and a lower capital-output means that investment 

is more efficient, which leads to higher productivity and economic growth. The depreciation 

rate is also taken into account in the Harrod-Domar model, as it decreases the value of the 

capital. Additionally, the Harrod-Domar model highlights that capital and labour are used in 

fixed proportions to produce different levels of output (Solow 1956). Solow (1956) accepts all 

the assumptions suggested in the Harrod-Domar model except for the one that refers to the fixed 

proportions. Conversely, Solow (1956) state that capital-output ratios are not fixed and adds 

labour as a factor of production. These assumptions allow capital to evolve towards an 

equilibrium level called the steady-state level. This steady state represents the level of the 

economy in which additions of capital and labour to the production process result in decreasing 

returns to capital and labour respectively. It is at this level where the two factors of production 

do not generate growth in production or in the economy, and the factor in charge of long-run 

growth is technology or knowledge. Furthermore, Solow (1956) exemplifies his model of long-

run growth by showing the derivation of the capital accumulation path to reach the steady-state 

level using the Cobb-Douglas production function and the constant elasticity of substitution 

production function. In addition, the author emphasizes that the presence of a high population 

growth rate lowers the capital-output ratio, and this is associated with lower income per capita. 

On the contrary, a high investment rate is associated with higher income per capita (Solow 

1956).        

 

Romer (1990) introduces an endogenous growth model, which suggests a similar production 

function to the one assumed by Solow (1956), but in which technology is internalized as a factor 

of production. The author states that technology is created in an internal process through 

intentional investment in research and development. Technology is a non-rival and partially 

excludable input, allowing it to be used by more than one producer. This is the fundamental 

characteristic of technology and due to this characteristic, the increasing returns to scale are 
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possible in the Romer model (Romer 1990). The developed countries are analysed as a whole 

in this model since these countries are in charge of creating new technologies through research 

and development (R&D). The R&D spillovers are used by developed economies to make the 

production process and the future innovation process more effective. The new technology 

spillovers benefit particularly the production facilities located in the areas closest to the R&D 

source (Audretsch & Feldman 1996). Additionally, through technology transfer, the R&D 

spillovers also reach developing economies. The developing economies with skilled workforce 

will be able to use advanced capital goods to their full potential (Jones & Vollrath 2013). Romer 

(1990) highlights that a proportion of the population in developed countries is dedicated 

exclusively to the research of new ideas and technology, and the productivity of this population 

is proportional to the stock of existing ideas. Thus, Romer (1990) considers that high rates of 

population are associated with higher population rates of researchers, which in turn produces 

more ideas and therefore economic growth. This assumption is in contrast to Solow's 

assumption, where population growth is associated with lower economic growth. The Romer 

model has been questioned by a large number of economists because some of the assumptions 

considered by Romer are difficult to validate with empirical evidence (Jones & Vollrath 2013).  

 

Moreover, economists who support endogenous growth models argue that these models are 

alternatives to the neoclassical growth models with diminishing returns since for instance, the 

Solow model has failed to explain cross-country differences and the empirical evidence shows 

that there is no convergence between countries (Barro 1989). The term convergence implies 

that poor countries tend to grow faster than rich countries, so that all countries reach the same 

steady-state, which is referred to as absolute convergence (Barro & Sala-i-Martin 2004). 

Nevertheless, Mankiw et al. (1992) emphasize that the Solow model does not predict absolute 

convergence, it predicts convergence to a country’s steady-state value only when we hold 

constant the determinants of the steady state, which is known as conditional convergence. 

According to Sala-i-Martin (1996), there are two concepts of convergence in the economic 

literature: 𝛽-convergence and 𝜎-convergence. 𝛽-convergence refers to the negative relationship 

that exists between the initial level of income per capita and the growth rate of income per 

capita in a cross-section of economies. This type of convergence can be absolute or conditional. 

As mentioned above, conditional 𝛽-convergence is the convergence in which the partial 

correlation between income and growth rate of income is negative when a group of variables is 

held constant. On the other hand, absolute 𝛽-convergence refers to the convergence in which 

countries with similar characteristics such as institutional arrangement, educational policy and 
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trade policy reach the same steady state, without conditioning on any other specific 

characteristics (Barro & Sala-i-Martin 2004). Moreover, 𝜎-convergence refers to the reduction 

of per capita real income dispersion in a group of economies over time. 𝛽-convergence and 𝜎-

convergence are related since 𝛽-convergence is a necessary condition for the existence of 𝜎-

convergence. However, the presence of 𝛽-convergence is not a sufficient condition for 𝜎-

convergence to exist (Sala-i-Martin 1996).  

 

2.1 Previous empirical studies 

Mankiw et al. (1992) present an augmented Solow growth model to examine the variables that 

can explain the change in income per capita for three cross-country samples during the period 

1960-1985. The three samples considered by the authors are: non-oil countries, intermediate 

countries and OECD countries. The authors start their analysis using the Solow model and later 

they add the variable school as a proxy variable to human capital, in order to examine if this 

factor contributes to explain the changes registered in per capita income. Mankiw et al. (1992) 

highlight the importance of including human capital in their model since this variable is 

correlated with physical capital investment and population growth. This means that leaving out 

human capital produces misleading coefficients in the Solow model due to omitted variable 

bias. The evidence from their study indicates that the results in the non-oil and the intermediate 

countries samples are consistent with the predictions of the Solow model. The variables saving 

rate and population growth explain more than 50 percent of the variation found in per capita 

income. Additionally, the main finding of their study is that their augmented Solow model 

accounts for approximately 80 percent of the variation in income per capita in the non-oil and 

the intermediate countries samples. This means that the differences in savings, population 

growth and human capital are in charge of determining the economic growth of a country or 

region. Moreover, Mankiw et al. (1992) include an analysis of the presence of 𝛽-convergence 

in the three cross-country datasets, in which the evidence suggests that there is 𝛽-convergence 

in all samples according to the predictions of the Solow model when the variation in saving and 

population growth rates are taken into account.  

Barro and Sala-i-Martin (1991) examine personal income per capita and per capita gross state 

product across U.S. states during 1880-1988 and 1963-1986 respectively, using a neoclassical 

growth model for closed economies with the aim of analysing whether there is 𝛽-convergence 

in these regions. The results of this analysis show that there is 𝛽-convergence in these regions, 

that is, poorer states have a tendency to grow faster than richer states. The speed of 𝛽-
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convergence is approximately two percent a year for personal income per capita when analysing 

the four largest geographical regions of the country. Moreover, Barro and Sala-i-Martin (1991) 

analyse whether there is convergence in the per capita gross domestic product of 73 regions of 

seven European countries during 1950-1985. The seven countries that the authors examine are 

Belgium, Denmark, France, Germany, Italy, the Netherlands and the United Kingdom. The 

evidence suggests that there is also 𝛽-convergence of two percent a year within the regions of 

these countries as well as across countries. Barro and Sala-i-Martin (1991) highlight that the 

results of their study are in accordance with the convergence predictions of the neoclassical 

growth theory, which indicates that the effects of technology affect the steady-state output per 

worker, but do not influence the speed with which an economy reaches its steady-state. That is 

the reason why the results yield similar rates of 𝛽-convergence for economies in different 

contexts.  

Sala-i-Martin (1996) extends the study of regional economic growth, 𝛽-convergence and 𝜎-

convergence previously addressed by Barro and Sala-i-Martin (1991). He analyses the states of 

the U.S. during 1880-1992, as well as the regions of Japan, Canada and five European countries 

during different time periods. Sala-i-Martin (1996) points out that the analysis of the speed of 

convergence in income per capita across the different regions yields similar results of 

approximately two percent per year, which is consistent with the results of previous studies. 

Moreover, the 𝜎-convergence analysis of the different datasets indicates that the dispersion of 

income per capita has decreased over time (Sala-i-Martin 1996).       

Persson (1997) analyses the regional economic growth and income per capita across the twenty-

four Swedish counties in order to find evidence of 𝛽-convergence and 𝜎-convergence in these 

regions during 1911-1993. The author highlights that he does not focus on differentiating 

between economic growth models that predict convergence. In addition, Persson (1997) 

emphasizes that he uses adjusted incomes to take into account the differences that exist in the 

cost of living in the Swedish regions. The author finds that there is strong evidence of 𝛽-

convergence in the Swedish counties both with and without the use of the adjusted incomes. 

This is in accordance with the evidence from cross-country studies. Moreover, Persson (1997) 

finds that the analysis of 𝜎-convergence for both adjusted incomes and non-adjusted incomes 

indicates that there exists convergence since the dispersion declines during the time period.   

De la Fuente (2002) examines the regions across Spain during 1955-1991 to observe if there is 

convergence between these regions and determine the sources of this convergence. The author 
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emphasizes that the neoclassical model with exogenous technological progress is not sufficient 

to explain regional growth as well as the inequality of these regions. Thus, De la Fuente (2002) 

first uses a non-structural conditional convergence model and then presents a structural 

convergence model in which the rate of technological progress is partially endogenized. The 

results show that the structural model yields a lower conditional convergence rate than that 

obtained with the estimation of the non-structural model in which the aggregate factor stocks 

are included. This suggests the existence of unexplained regional productivity differentials in 

the structural model since the residuals of this model are considerable. Furthermore, De la 

Fuente (2002) applies a model in which fixed effects are incorporated into the structural model 

in order to analyse the unexplained regional productivity effects as well as to determine and 

quantify the sources of the convergence of the observed productivity. The results indicate that 

the factors that explain the observed productivity convergence are technological diffusion, the 

levelling of human capital rates and migration across regions. Moreover, the results show that 

since the unexplained productivity effects are large, it is difficult to fully account for the factors 

that determine regional income (De la Fuente 2002).  

3. Theoretical framework  

3.1 Growth theory 

Economic growth can mainly be studied according to two growth theories. The first theory is 

the neoclassical growth theory, also known as the exogenous growth theory. The neoclassical 

growth theory is based on the assumption that three inputs are responsible for the production of 

output. These inputs are physical capital, labour, and technology or knowledge. According to 

this theory, different combinations of capital and labour produce short-run economic 

equilibrium or steady state equilibrium, while technology is the decisive factor that produces 

long-run economic growth. Physical capital and labour are rival goods which means that they 

cannot be used by more than one producer at the same time. Conversely, technology and 

knowledge are nonrival goods which implies that two or more producers can use the same 

technology and knowledge at the same time. Moreover, physical capital and labour exhibit 

positive and decreasing marginal products with respect to each input. The neoclassical growth 

theory states that the part of output that is saved by the people in the economy is equal to the 

investment rate, that is, the saving rate is identical to the investment rate. The saving rate is an 

exogenous factor of production in this theory as well as the technology and the population 

growth rate. Additionally, the rate of depreciation of the physical capital is constant (Barro & 

Sala-i-Martin 2004). The second theory is the new growth theory also referred to as the 
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endogenous growth theory. Similar to the neoclassical growth theory, the endogenous growth 

theory considers a production function in which the inputs for production are physical capital, 

labour, and technology or knowledge. However, this theory states that technology is a factor 

that is produced within the economy, which is why technology is considered an endogenous 

input of production. New technologies and innovation are generated through investment in 

research and development (R&D) financed by the private sector. These new technologies are 

nonrival goods and the investment in new technologies and knowledge results in increasing 

returns to scale. This postulate differs from the assumption of constant returns to scale presented 

by the neoclassical growth theory. Thus, technology is the engine of endogenous economic 

growth due to its quality of non-rivalry (Barro & Sala-i-Martin 2004; Romer 1990).  

The Solow-Swan growth model is presented below, which is the most representative model of 

the exogenous growth theory. Subsequently, the augmented model of the Solow model by 

Mankiw et al. (1992) is presented, in which human capital is considered as a production input. 

Furthermore, the Romer model is specified and this model is the one that represents the 

endogenous growth theory in this study. 

3.2 The Solow-Swan model 

Solow (1956) and Swan (1965) present a model based on the assumption of a production 

function in which the two inputs are physical capital and labour. These inputs are paid their 

marginal products, and saving rate, population growth rate and technology are taken as 

exogenous in this model. The following derivation is based on the derivations presented by 

Mankiw et al. (1992) and Jones and Vollrath (2013), which in turn are based on the textbook 

Solow model. The production function of this model can be represented by the Cobb-Douglas 

function, and this function at time t is as follows: 

𝑌(𝑡) = 𝐾(𝑡)!(𝐴(𝑡)𝐿(𝑡))"#!.  (1) 

where Y is output, K is capital, L is labour, A is the level of technology and α is the physical 

capital's share of income, which is a constant value determined by the available technology. 

Additionally, the assumption of decreasing returns to scale is considered: 0 < α  < 1. Labour 

and technology grow at rates n and g respectively, and these rates are assumed to grow 

exogenously. This is represented as follows: 

𝐿(𝑡) = 𝐿(0)𝑒$%. (2) 
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𝐴(𝑡) = 𝐴(0)𝑒&%. (3) 

The amount of effective labour, that is, 𝐴(𝑡)𝐿(𝑡), is determined by the rate n + g. This model 

includes the assumption that part of the output is used for consumption and the remaining part 

is intended for savings. Savings are equal to investment and the saving rate is denoted by 𝑠. The 

assumption that 𝑠 and 𝑛 are exogenous and independent of the term error is considered in order 

to avoid the endogeneity problem and thus be able to estimate the model with the Ordinary 

Least Squares method. Moreover, the amount of physical capital per effective worker is denoted 

by 𝑘 = 𝐾/𝐴𝐿 and output per effective worker is denoted by 𝑦 = 𝑌/𝐴𝐿. The capital depreciation 

rate is denoted by δ and this rate is constant in time. Thus, the evolution of 𝑘 in time t is 

represented by �̇�	as follows: 

�̇�(𝑡) = 	𝑠𝑦(𝑡) − (𝑛 + 𝑔 + δ)	𝑘(t),	 (4) 

We know that 𝑦(𝑡) is equal to: 

𝑦(𝑡) =
𝑌
𝐴𝐿 = 	

𝐾!(𝐴𝐿)"#!

𝐴𝐿 =
𝐾!

(𝐴𝐿)!	 = 	𝑘(𝑡)!, 

Therefore, the substitution of 𝑦(𝑡) in equation (4) yields: 

�̇�(𝑡) = 𝑠𝑘(𝑡)! − (𝑛 + 𝑔 + δ)	𝑘(t).	 (5) 

Equation (5) represents the change of 𝑘 to a steady-state value 𝑘∗. This means that 𝑘 reaches a 

steady-state equilibrium and therefore the economy converges to a steady-state level in which 

there is no economic growth, that is, �̇�(𝑡) = 0. This steady-state value 𝑘∗	is shown in equation 

(6).  

𝑠𝑘∗! = (𝑛 + 𝑔 + δ)𝑘∗					 ∴	
	

𝑘∗ = [ )
$*&*+

]"/("#!)	 	 (6)	
 

Equation (6) is a fundamental equation of this model and it implies that the steady-state capital-

labor is negatively associated with the population growth rate and positively associated with 

the savings rate. The Solow-Swan model predicts the impact of saving and population growth 

on income per capita and both the magnitudes and the signs of the coefficients of these factors 

are predicted by this model. The steady-state income per capita is obtained by substituting 
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equation (6) into the production function and taking logs. The results are presented below in 

equation (7). 

 

ln B/(%)
0(%)

C = ln𝐴(0) + 𝑔𝑡 +	 !
"#!

ln(𝑠) −	 !
"#!

ln(𝑛 + 𝑔 + δ).  (7) 

 

Based on previous empirical results, the capital’s share in income (α) is approximately one 

third. Thus, equation (7) implies that the value of the coefficient of saving rate (s) is expected 

to be approximately 0.5, while the value of the coefficient of (𝑛 + 𝑔 + δ) is expected to be 

approximately -0.5 (Mankiw et al. 1992).    

3.3 The augmented Solow model 

Mankiw et al. (1992) introduce an augmented Solow model, in which human capital is included 

as a factor of production in order to fix the omitted variable problem of the Solow model and 

examine the changes that occur by including this factor. Since there is no variable that measures 

human capital, a proxy variable for the rate of human capital accumulation is used in this 

augmented model. The authors are exclusively focused on the education factor to represent 

human capital in their model, therefore the proxy variable used is the percentage of population 

that studies secondary school and is old enough to work. The production function of the 

augmented model is as follows:   

𝑌(𝑡) = 𝐾(𝑡)!𝐻(𝑡)1(𝐴(𝑡)𝐿(𝑡))"#!#1,  (8) 

where Y is output, K is capital, 𝐻 is the stock of human capital, L is labour, A is the level of 

technology, α is the physical capital’s share of income and β is the human capital’s share of 

income. The values of α	and β are constant and they are determined by the available technology.  

In addition, the assumption that α + 	β	 < 	1 is considered, which means that there are 

decreasing returns to physical and human capital. The part of income invested in physical 

capital is denoted by 𝑠2 and the part of income invested in human capital is denoted by 𝑠3. 

Furthermore, the amount of physical capital per effective worker is denoted by 𝑘 = 𝐾/𝐴𝐿,  

output per effective worker is denoted by 𝑦 = 𝑌/𝐴𝐿	 and human capital per effective worker is 

denoted by ℎ = 𝐻/𝐴𝐿.	The capital depreciation rate δ is constant in time 𝑡. The development 

of the economy is determined by the evolution of 𝑘 and ℎ in time 𝑡 as follows: 

�̇�(𝑡) = 	 𝑠2𝑦(𝑡) − (𝑛 + 𝑔 + δ)	𝑘(t),	 (9a) 



 13 

ℎ̇(𝑡) = 	 𝑠3𝑦(𝑡) − (𝑛 + 𝑔 + δ)	ℎ(t),	 (9b) 

Mankiw et al. (1992) assume that the same depreciation rate applies to physical capital and 

human capital. Moreover, the authors assume the same production function for physical capital, 

human capital and consumption. This means that one unit of consumption can be converted into 

one unit of human capital or one unit of physical capital. Additionally, equations (9a) and (9b) 

suggest that there is a steady-state level in the economy exactly as in the Solow model, where 

the variables 𝑘 and ℎ evolve to steady-state values 𝑘∗ and ℎ∗ respectively. This steady state 

implies that there is zero economic growth in terms of effective workers, and it is represented 

by equations (10a) and (10b). 

𝑘∗ = [)!
"#$)%

$

$*&*+
]"/("#!#1)	 	 (10a)	

	
ℎ∗ = [)!

&)%
"#&

$*&*+
]"/("#!#1)	 	 (10b)	

Substituting equations (10a) and (10b) into the production function denoted by equation (8) and 

taking logs yields the equation for income per capita of this model: 

ln	[/(%)
0(%)

] = ln𝐴(0) + 𝑔𝑡 − !*1	
"#!#1

ln(𝑛 + 𝑔 + δ) +	 !
"#!#1

ln(𝑠2) +
1

"#!#1
ln(𝑠3) . (11) 

 

Equation (11) implies that this model also predicts the signs and magnitudes of the coefficients, 

where these coefficients are functions of the factor shares. Additionally, the value of α is one 

third as before, while the value of β is between one third and one half according to the average 

wage information for the United States, where 50 to 70 percent of the total value of earned 

income corresponds to the return to human capital. Mankiw et al. (1992) state that in their 

augmented Solow model, income per capita decreases with high population growth since the 

amount of physical capital and the amount of investment in human capital in the form of 

education must be distributed among more individuals. 

 

Alternatively, equation (11) can be expressed in terms of level of human capital by substituting 

equation (10b) in equation (11). The results of this substitution are shown in equation (12). 

 

ln	[/(%)
0(%)

] = ln𝐴(0) + 𝑔𝑡 − !	
"#!

ln(𝑛 + 𝑔 + δ) +	 !
"#!

ln(𝑠2) +
1

"#!
ln(ℎ∗) . (12) 
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The authors emphasize that the models in equation (11) and (12) yield different coefficient 

estimates since human capital is expressed by the rate of accumulation (𝑠3) in equation 11, 

while in equation 12 the participation of human capital in the model is indicated by the level of 

human capital (ℎ∗). Mankiw et al. (1992) argue that it is difficult to determine if the available 

data, that is, their proxy variable, represents the rate of accumulation of human capital or the 

level of human capital. However, the authors define human capital as the rate of human-capital 

accumulation in their model.   

3.4 The Romer model 

Romer (1990) assumes a Cobb-Douglas production function in which physical capital, labour 

and the stock of ideas are the factors of production. The production function is shown in 

equation (13). The following derivation of the Romer model is based on Romer (1990) and 

Jones and Vollrath (2013).     

𝑌 = 	𝐾!(𝐴𝐿4)"#!.  (13) 

where Y is output, K is capital, 𝐿4 is labour that produces output, A is the level of technology 

and α is the physical capital’s share of income. The value of the parameter α is between zero 

and one and it is determined by the available technology. Romer (1990) divides the total labour 

force (𝐿) into two sectors, the sector that produces output (𝐿4) and the sector that produces new 

ideas (𝐿5), which is represented by equation (14). The assumption that a constant fraction of 

the labour force is dedicated to research and development, that is, 𝐿5/𝐿	 = 𝑠6, is considered. 

The remaining part of the labour force produces output, denoted by 1 − 𝑠6. 

𝐿 = 	𝐿/ +	𝐿5.  (14) 

The accumulation of physical capital over time is determined in a similar way to the Solow-

Swan model and is represented by the equation (15), where �̇� is the evolution of capital 

accumulation, 𝑠7 denotes investment in physical capital and δ is the depreciation rate, which is 

constant in time. 

�̇� = 	 𝑠7𝑌 − 	δK. (15) 
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The technological progress in this model is denoted by equation (16a), where �̇� is the number 

of new ideas produced at any given time, 𝐿5 is number of producers of new ideas and �̅� is the 

rate at which the producers discover new ideas, which can be taken as a constant value. 

�̇� = 	 �̅�𝐿5, (16a) 

However, the rate of discovery of new ideas, �̅�, can be an increasing or decreasing function of 

A, depending on the productivity of research, expressed in equation (16b) by 𝛷.     

�̅� = 	𝜃𝐴8 ,	  (16b) 

The value of 𝛷 indicates the ease or difficulty of finding new ideas in relation to the stock of 

ideas. A value of 𝛷 greater than zero means that the productivity of researchers increases with 

the stock of ideas. A value of 𝛷 less than zero implies that research productivity decreases with 

the stock of ideas, which is called "fishing-out”, and it means that it is difficult to discover new 

ideas. A value of 𝛷 equal to zero means that the productivity of the researchers is independent 

of the number of existing ideas. Moreover, an alternative way to determine the average 

productivity of researchers is by analysing the number of researchers engaged in the process in 

a given time. This can be represented by 𝐿59		, where λ denotes some parameter between zero 

and one. Combining equations (16a) and (16b) and including 𝐿59		instead of 𝐿5 yields the general 

production function for ideas, indicated by equation (17). 

�̇� = 	𝜃𝐿59		𝐴8 .  (17) 

Jones and Vollrath (2013) state that equations (16a) and (17) imply a fundamental aspect of 

economic growth in the Romer model. This aspect refers to the fact that taking a single 

researcher as a reference, the value of 𝜃 is constant and therefore it yields constant returns to 

scale. However, the aggregate efforts of every single researcher produce increasing returns to 

scale to the economy as a whole. The growth rate along a balanced growth path in this model, 

similarly to the Solow-Swan model, is given by technological progress. This is represented by 

equation (18), which indicates that income per capita, the capital-labour ratio and the stock of 

ideas or knowledge grow at the same rate. 

𝑔4 =	𝑔2 =	𝑔5. (18) 
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The ratio 𝑦/𝐴, that is, the ratio output per capita-technology level is constant in the long-run 

and it is represented by equation (19).  

(4
5
)∗ = O )!

$*&'*	+
P

&
"#& (1 − 𝑠6). (19) 

Equation (19) shows similarities with the per capita output equation of the Solow-Swan model. 

The only difference is the term 1 − 𝑠6 , which expresses the difference between 𝐿/ and 𝐿. 

Equation (19) can be expressed in terms of 𝐿, using equation (20) which is the level of 

technology in terms of labour force along a balanced growth path. 

𝐴 = 	 :)(0
&'
.   (20) 

Substituting equation (20) into equation (19) yields the expression for output per capita along 

a balanced growth path of this model in time t, shown in equation (21). 

𝑦∗(𝑡) = O )!
$*&'*	+

P
&

"#& (1 − 𝑠6)
:)(
&'
𝐿(𝑡). (21) 

3.5 Convergence 

Barro and Sala-i-Martin (2004) state that the dynamics of the Solow-Swan model predict that 

an economy with an initially low capital per capita, 𝑘(0);<<=, will grow to a steady-state 𝑘∗ 

and thereby this economy will catch up to an economy with an initially high capital per capita, 

𝑘(0)=>?3. This phenomenon is known as absolute or unconditional convergence and it is 

represented in Figure 3.5.1 in Appendix, where 𝑠 ∙ 𝑓(𝑘)/𝑘 is the saving curve and (𝑛 + 𝛿) is 

the depreciation curve. However, for this event to be fulfilled, it is necessary that both 

economies have similar underlying parameters 𝑠, 𝑛, and 𝛿, as well as a similar production 

function, 𝑓(∙). Due to these conditions, the hypothesis of absolute convergence does not hold 

when tested empirically with data from a set of economies. The empirical evidence shows that 

economies reach different steady states because they have different levels of parameters 𝑠, 𝑛, 

and 𝛿. Thus, economies that are far from their own steady-state will grow faster, which is called 

conditional convergence. The occurrence of conditional convergence is illustrated in Figure 

3.5.2 in Appendix, where a poor economy with a saving curve 𝑠;<<= ∙ 𝑓(𝑘)/𝑘 reaches its own 

steady-state 𝑘;<<=∗ , while a rich economy with a saving curve 𝑠=>?3 ∙ 𝑓(𝑘)/𝑘 reaches its own 

steady-state 𝑘=>?3∗ . Additionally, Mankiw et al. (1992) stress that an economy will display 
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conditional convergence only when the determinants of its steady-state are held constant. 

According to the authors, these determinants are population growth, physical capital and 

accumulation of human capital. Moreover, the speed of convergence of an economy to its 

steady-state is also predicted by the Solow-Swan model, which is denoted by equation (22).  

 
@AB(4(%))

@%
= 	𝜆Uln(𝑦∗) − lnVy(𝑡)XY, (22) 

 

where, 𝜆 = (𝑛 + 𝑔 + 	𝛿)(1 − 	𝛼 − 𝛽). In addition, 𝑦∗ denotes the steady-state level of income 

per effective worker and y(𝑡) is the current income value at time 𝑡. The rate of convergence is 

derived from equation (22) and it is represented by equation (23).  

 

lnVy(𝑡)X = V1 − 𝑒#9%X ln(𝑦∗) + 𝑒#9% lnVy(0)X,	 (23) 

 

where, y(0) denotes income per effective worker at a starting date. Subsequently, subtracting 

lnVy(0)X from both sides of equation (23) and substituting 𝑦∗ according to equation (11) yields 

the growth of income, expressed by equation (24). Equation (24) implies that the growth of 

income changes according to the determinants of the last steady state and the starting level of 

income (Mankiw et al. 1992). Note that the sign of the initial income per effective worker is 

negative, which implies that the expected impact of this variable on the log difference of income 

per effective worker during the time period is negative.   

 

ln#y(𝑡)( −	 ln#y(0)( =	 #1 − 𝑒!"#(
α

1 − α − β
ln(𝑠$) +	#1 − 𝑒!"#(

β
1 − α − β

ln(𝑠%) 

−	#1 − 𝑒!"#( &'(	
*!&!(

ln(𝑛 + 𝑔 + δ) − #1 − 𝑒!"#( ln#y(0)(.				(24) 

 

4. Data 

 

The dataset of this study is a panel dataset consisting of 136 observations of the eight national 

areas of Sweden according to the Nomenclature of Territorial Units of Statistics 2 (NUTS 2). 

Data on Regional Gross Domestic Product, average working age population, population with 

high school education and R&D expenses of the twenty-one counties of the country are 

aggregated up to the level of national area according to the NUTS2 (Eurostat 2020). The data 

are annual, and the time period of study is 2000 to 2016, with the exception of data on R&D, 

where the period is every two years from 2007 to 2015 and the number of R&D observations 
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is 40. The data is collected from the Statistics Sweden database. The decision to use the eight 

Swedish national areas instead of using the country's counties is due to the fact that gross fixed 

capital formation data, which is a key variable for the analysis of this study, is presented 

according to the national division NUTS2 in the Statistics Sweden database. The eight Swedish 

national areas with their respective counties are shown in Table 4.1 in Appendix.  

 

The variable population growth denotes the growth or decrease of the working age population, 

that is, population between 15-64 years old. The variable human capital is exclusively focused 

on the education factor of the workforce and it is represented by the percentage of the population 

with high school education. The age range of the population that is enrolled in high school is 

15 to 19 years old and this level of education is considered because the population that is in 

high school is old enough to work. The annual depreciation rate of physical capital in Sweden 

is ten percent according to the Ministry of Finance Sweden (2005) and average annual 

technological growth rate is three percent according to Mankiw et al. (1992). Therefore, the 

value assumed for annual depreciation rate of physical capital and annual technological growth 

rate is a constant value of 13 percent for the entire study period. This constant value is added to 

the variable population growth, which is the same procedure as in Mankiw et al. (1992). This 

is done in order to be able to take logarithms of the population growth variable because when 

the population decreases it yields negative results and therefore it is not possible to calculate 

the logarithm.   

4.1 Calculations and rearrangement of data  

The following calculations are made in order to obtain the necessary data for the variables of 

the econometric analysis. Per capita Regional Gross Domestic Product per national area for 

each year is calculated by dividing Regional Gross Domestic Product by the total population of 

the national area. Data on regional working age population is used to calculate population 

growth per national area applying the formula: (𝑝𝑜𝑝>% −	𝑝𝑜𝑝>,%#")/𝑝𝑜𝑝>,%#", where 𝑝𝑜𝑝 

represents average population, i represents national area and t represents year. The rate of 

investment as a share of regional GDP is computed by dividing the investment expenses of each 

national area by the total regional GDP of the corresponding area. The rate of population with 

a high school education level is calculated by dividing the population with high school studies 

of each national area by the total population of the respective national area. The rate of R&D 

as a share of regional GDP is calculated by dividing the R&D expenses per national area by the 

total regional GDP of the corresponding national area.       
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4.2 Variables in the empirical analysis 

The descriptive statistics of the dataset is presented in Table 4.2 in Appendix. The dependent 

variable in the estimations of the Solow-Swan, augmented Solow model and Romer model is 

Gross Domestic Product per capita at regional level, that is, regional income per capita. The 

mean value of this variable indicates that on average, income per capita in the sample during 

the time period 2000 - 2016 is 334.61 SEK thousands. The standard deviation of this variable 

reports that on average, income per capita in the sample deviates from the mean by 79.63 SEK 

thousands. The minimum and maximum values of income per capita in the dataset are 225.5 

SEK thousands and 624 SEK thousands respectively. Moreover, the dependent variable in the 

estimation of the convergence model is the log difference of Regional Gross Domestic Product 

per capita during 2000-2016.  

    

There are five independent variables in this study: population growth, depreciation and 

technological growth rates; investment as a share of regional GDP; rate of high school level, 

R&D as a share of regional GDP and log of regional GDP per capita in 2000. Table 4.2 in 

Appendix shows that the mean value of population growth rate in the sample during the 

analysed period is 0.5 percent. The standard deviation of this variable indicates that on average, 

population growth rate in the sample deviates from the mean by 0.6 percent, which represents 

a minimal dispersion in the distribution of this variable. The minimum value of population 

growth rate is -0.8, which means that at least one national area has a population decrease of 0.8 

percent. The maximum value of this variable suggests that at least one national area has a 

population increase of 1.9 percent during the time period. Furthermore, according to Table 4.2 

in Appendix, the mean value of investment as a share of GDP in the sample is 22.7 percent. 

The standard deviation of this variable indicates that on average, investment share in the dataset 

deviates from the mean by 2.6 percent. The minimum and maximum values of this variable in 

the sample are 17.1 percent and 30.5 percent, respectively. Moreover, Table 4.2 in Appendix 

shows that the mean value of the rate of high school level in the sample is 15.1 percent. The 

standard deviation of this variable reports that on average, high school level deviates from the 

mean by 1.8 percent. The minimum and maximum values of the rate of high school level in the 

dataset are 11.1 percent and 18.1 percent, respectively. Additionally, according to Table 4.2 in 

Appendix, the mean value of R&D as a share of regional GDP in the sample is 2.7 percent 

during the analysed period. The standard deviation of this variable suggests that on average, 

R&D share in the dataset deviates from the mean by 1.3 percent. The minimum and maximum 
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values of R&D share in the sample during 2000-2016 are 0.8 percent and 4.6 percent, 

respectively.  

 

Furthermore, since the production function assumed in this study is non-linear, the values of all 

variables have been transformed into logarithms in order to achieve a model where the variables 

have a linear relationship (Wooldridge 2019). The descriptive statistics of the log variables used 

in the model specifications presented in section 6 are shown in Table 4.3 in Appendix. 

Additionally, the correlation matrix of the log variables is presented in Table 4.4 in Appendix. 

The matrix reports that there is no multicollinearity between the variables of the models of this 

study (Stock & Watson 2015). Moreover, the expected impact of log of population growth on 

log of income per capita is negative for the Solow model and the Augmented model while the 

expected effect is positive in the Romer model. The expected impact of log of investment share, 

log of high school level and log of R&D share on log of income per capita is positive. The log 

of per capita regional GDP in 2000 is expected to have a negative relationship with respect to 

the log difference of regional GDP during 2000-2016.  

5. Method 

The estimation of the models applied to the panel dataset is carried out using two econometric 

methods. The first method is the fixed effects estimation, which first is applied excluding 

regional time trends. Subsequently, regional time trends are included in the estimation in order 

to deal with potential non-stationarity of the dataset, that is caused by the trending behaviour of 

the series. The second method used in this research is the estimation with random effects, which 

is applied excluding and including regional time trends. Hausman test is used to decide which 

of these two methods is preferred for the panel dataset of this study. Moreover, a proxy variable 

for human capital is used in order to incorporate this factor into the production function of the 

augmented Solow model and analyse its relevance in the production process. Furthermore, a 

proxy variable for technology growth is also incorporated in the Romer model, which is 

represented by R&D. All methods and tests are estimated using the statistical software Stata.     

5.1 Fixed effects estimation  

The fixed effects method allows the unobserved effects to be correlated with the independent 

variables of the model in any time period (Allison 2009). This estimation consists of controlling 

for time-invariant variables with the help of a fixed effects estimator, which uses a 

transformation prior to the estimation in order to eliminate the unobserved effects. This implies 
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that any independent variable that does not change its value over time will also be eliminated 

along with the unobserved effects (Wooldridge 2019). Moreover, the subjects serve as their 

own controls in this model. Thus, this model yields unbiased coefficients since the effects of 

the omitted variables will be fixed, that is, they will be constant over time. However, the 

assumption that the omitted variables have values that do not vary over time is made in order 

to obtain consistent, efficient and unbiased coefficient estimates in this model (Allison 2009; 

Wooldridge 2019). The fixed effects method uses an unobserved effects model like the 

following: 

𝑦>% =	𝛽"𝑥>%" +	𝛽D𝑥>%D +	…	+	𝛽2𝑥>%2 +	𝑎> +	𝑢>%,		𝑡	 = 	1, 2, … 	𝑇	    (25) 

where 𝑦>% is the dependent variable, 𝛽"	… 𝛽2 are the coefficients estimates, 𝑥>%"…	𝑥>%2 are the 

independent variables, 𝑎> is the unobserved effect and 𝑢>% are the error terms. The fixed effects 

transformation implies to calculate the average for each i and for each independent variable as 

in the following example, which shows the procedure for a single independent variable: 

𝑦c> =	𝛽"�̅�> +	𝑎> +	𝑢c>,   (26) 

where 𝑦c> = 𝑇#"∑%E"F 𝑦>%, and so on. The unobserved effect 𝑎> appears in equations (25) and (26) 

because it is fixed. Subsequently, the subtraction of equation (26) from (25) for each t produces 

the following result: 

𝑦>% − 𝑦c> = 𝛽"(𝑥>% - �̅�>) + 𝑢>% −	𝑢c>,				𝑡 = 1, 2, … , 𝑇, 

which is equal to: 

�̈�>% =	𝛽"�̈�>% +	�̈�>% , 𝑡 = 1, 2, … , 𝑇,	     (27) 

where �̈�>% =	𝑦>% − 𝑦c> ,	which is the time-demeaned data on y, and likewise for �̈�>% and �̈�>%. In 

this way, the unobserved effect 𝑎> 	is eliminated of the model. Equation (27) implies that the 

fixed effects estimator should be calculated through an OLS estimator that is based on the time-

demeaned variables. The fixed effects estimator is also called the within estimator due to the 

fact that OLS applies the time variation in y and x within each observation of the cross-sectional 

data. One important thing to note is that there is no intercept in the model since it is removed 

in the fixed effects transformation. In addition, the assumptions that have to be met in order to 

use the fixed effects method are the following: the strict exogeneity assumption on the 
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independent variables, the assumption of homoscedasticity of the error terms 𝑢>% as well as the 

assumption of no serial correlation across time (Wooldridge 2019).      

5.2 Random effects estimation 

This advanced panel data method is appropriate for estimating the coefficients of a dataset in 

which the unobserved effects, that is, the omitted variables, are believed to be uncorrelated with 

all the independent variables in the model. In this case, the estimates of the coefficients are 

considered to be unbiased, and the model will only produce a small serial correlation in the 

composite standard error term. However, in the estimation of this model, it is believed that the 

composite error terms and the independent variables are not correlated. This assumption is often 

incorrect, yet the random effects model is preferred in some cases since other panel methods, 

for instance, the estimation using fixed effects will produce very high standard errors (Allison 

2009; Wooldridge 2019). Therefore, the random effects estimation is suitable when the subjects 

of the analysed panel dataset do not change or change a little across time (Allison 2009). A 

model with unobserved effects is considered for the estimation using random effects, which is 

shown in equation (28). 

𝑦>% =	𝛽G + 𝛽"𝑥>%" +⋯+	𝛽2𝑥>%2 +	𝑎> +	𝑢>%,	 (28) 

where 𝑦>% is the dependent variable, 𝛽"	… 𝛽2 are the coefficients estimates, 𝑥>%"…	𝑥>%2 are the 

independent variables, 𝑎> is the unobserved effect and 𝑢>% are the standard error terms. The 

inclusion of an intercept 𝛽G is carried out in order to make the assumption that the mean of  𝑎> 

is zero. In addition, time dummies among the independent variables are assumed in this model. 

The model in equation (28) becomes a random effects model when the assumption that the 

unobserved effect 𝑎> is not correlated with each of the independent variables in all time periods. 

This is represented by the equation (29). 

𝐶𝑜𝑣(𝑥>%H , 𝑎>) = 0, 𝑡 = 1,2, … , 𝑇; 	𝑗 = 1, 2, … , 𝑘.	 (29) 

The composite error term in this model is defined as: 𝑣>% =	𝑎> +	𝑢>%, therefore the model in 

equation (28) can be expressed as follows: 

𝑦>% =	𝛽G + 𝛽"𝑥>%" +⋯+	𝛽2𝑥>%2 +	𝑣>%. (30) 

The 𝑣>% terms are serially correlated across time since the composite error 𝑎> 	is present in each 

period of the dataset. This leads to the following expression:  



 23 

𝐶𝑜𝑟𝑟V𝑣>%,𝑣>)X = 	𝜎JD/(𝜎JD + 𝜎KD), 𝑡 ≠ 	𝑠,	    (31) 

where 𝜎JD = Var(𝑎>).		and 𝜎KD = 	Var(𝑢>%).	Equation (31) indicates that there is a positive serial 

correlation in the error term. Moreover, since the existence of this correlation is not taken into 

account by the pooled OLS, the standard errors estimated with OLS will be incorrect. 

Additionally, the assumption of strict exogeneity on the independent variables, that is, the 

assumption that the idiosyncratic error terms 𝑢>%	are not correlated with the independent 

variables across time is needed so as to achieve unbiased estimators in the random effects model 

(Wooldridge 2019).  

5.3 Hausman test 

The Hausman test used in this study is the version of this test in which Hausman (1978) 

compares the estimates obtained with the fixed effects model with the estimates obtained with 

the random effects model, in order to determine which model yields consistent and efficient 

estimators for a panel of data over time. Hausman (1978) focuses on analysing the individual-

specific effects or unobserved effects to identify if the independent variables are correlated or 

uncorrelated with these unobserved effects. This means that this test aims to examine if the 

independent variables are exogenous or endogenous with respect to the unobserved effects, in 

order to establish which model is appropriate for the analysis of a dataset. As mentioned in 

section 5.2, if the independent variables are not correlated with the unobserved effects, that is, 

if the independent variables are exogenous, the random effects model is preferred since it is 

consistent and efficient. This is valid as long as the model is specified correctly. Conversely, if 

the independent variables are endogenous, that is, if there are omitted variables since the 

independent variables are correlated with the unobserved effects, the fixed effects model is 

preferred for the estimation. As in the case of random effects, the correct specification of the 

model is necessary for the prediction of efficient and consistent estimators to be valid when 

using the fixed effects model (Hausman 1978; Wooldridge 2019). The null and alternative 

hypotheses of this test are as follows (Hausman 1978): 

				HG:	𝐶𝑜𝑣(𝑎> , 𝒙𝒊𝒕) = 0, 	random effects model is appropriate.  

				H5:	𝐶𝑜𝑣(𝑎> , 𝒙𝒊𝒕) ≠ 0, fixed effects model is appropriate.   

where, 𝑎> is the unobserved effect and 𝒙𝒊𝒕 are the independent variables. The null hypothesis is 

rejected when the p-value of the test is less than 0.05, which is the probability chosen in this 

study for the type I error.  
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5.4 Proxy variables  

A proxy variable is used when it is not possible to quantify a specific variable which is essential 

for the analysis of a model. Thus, a proxy variable is a variable that is correlated with the 

unobserved variable, which can provide a close measure of this unobserved variable needed in 

order to solve the omitted variables problem. A model with a proxy variable is represented by 

equation (35), in which 𝑥N is a proxy variable for an unobserved independent variable 𝑥N∗ 

(Wooldridge 2019). The regression model with the original independent variable which is 

unobserved is as follows:  

𝑦 = 	𝛽G +	𝛽"𝑥" +	𝛽D𝑥D +	𝛽N𝑥N∗ + 	𝑢,  (32) 

where, 𝑦 is the dependent variable, 𝛽G is the intercept, 𝛽"…	𝛽N are the coefficient estimates, 

𝑥", 𝑥D	and	𝑥N∗ are the independent variables and 𝑢 is the error term. In order to replace the 

unobserved variable 𝑥N∗ with the proxy variable 𝑥N, we need the unobserved variable to be equal 

to: 

 𝑥N∗ =	𝛿G +	𝛿N𝑥N + 𝑣N,  (33) 

where, 𝛿N represents the relationship between 𝑥N	and 𝑥N∗. If this relationship is equal to zero, 

that is, 𝛿N = 0, then the proxy variable 𝑥N is not appropriate to replace the unobserved variable 

𝑥N∗. If 𝛿N > 0,	then we can replace 𝑥N∗ by 𝑥N,	and this is done by substituting equation (33) into 

equation (32). The result of this substitution is shown in equation (34). 

𝑦 = (𝛽G +	𝛽N𝛿G) +	𝛽"𝑥" + 𝛽D𝑥D +	𝛽N𝛿N𝑥N + 	𝑢 + 𝛽N𝑣N,	  (34) 

Equation (34) can be expressed as follows:  

𝑦 =	∝G+	𝛽"𝑥" +	𝛽D𝑥D +	∝N 𝑥N + 	𝜀. (35) 

where, the intercept is ∝G	=	 (𝛽G +	𝛽N𝛿G), the slope of 𝑥N is ∝N= 𝛽N𝛿N and the composite error 

is 𝜀	 = 	𝑢 + 𝛽N𝑣N. Thus, equation (35) represents the model with the proxy variable, in which 

𝛽" and 𝛽D will be consistent estimators if 𝑢 and 𝑣N have zero mean and are not correlated with 

the independent variables 𝑥", 𝑥D and 𝑥N (Wooldridge 2019).  
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6. Model specifications  

The following model specifications are based on the equations of the theoretical models 

presented in section 3.   

The Solow-Swan model 

The estimation of random effects and fixed effects of the Solow-Swan model is based on 

equation (7) from section 3.2, and it is carried out according to the following model 

specification:  

ln	(GDPRcapita)+# 	= 	 β,	+	β*ln(n + d + g)+# + β-ln(s.)+# +	𝑑+year# + α+# + u+#			(36) 
 

where, i indicates region and t indicates year; ln	(GDPRcapita)>% represents the logarithm of 

regional Gross Domestic Product per capita; 𝛽G is the intercept; 𝛽" and	𝛽D are the coefficients; 

𝑙𝑛(𝑛 + 𝑑 + 𝑔)>% is the logarithm of population growth, depreciation and growth rates; 𝑙𝑛(𝑠2)>% 

is the logarithm of investment as a share of regional Gross Domestic Product; 𝑑>year%	is the 

regional-specific time trends; 𝛼>% is the unobserved effect and 𝑢>% is the error term. Note that 

the intercept, 𝛽G, is replaced by the unobserved effect, 𝛼>% , when estimating the fixed effects 

model.  

The augmented Solow-model 

The estimation of random effects and fixed effects of the augmented Solow model is based on 

equation (11) from section 3.3, and it is done according to the following model specification: 

ln	(GDPRcapita)+# 	= 	 γ,	+	γ*ln(n + d + g)+# + γ-ln(s.)+# + γ/ln(school)+#	+a+# + 𝐷+year# +

ϵ+#	(37) 

where, i indicates region and t indicates year; ln	(GDPRcapita)>% represents the logarithm of 

regional Gross Domestic Product per capita; 𝛾G is the intercept; 𝛾", 𝛾D and 𝛾N	are the coefficient 

estimates; 𝑙𝑛(𝑛 + 𝑑 + 𝑔)>% is the logarithm of population growth, depreciation and growth 

rates; 𝑙𝑛(𝑠2)>% is the logarithm of investment as a share of regional Gross Domestic Product; 

𝑙𝑛(𝑠𝑐ℎ𝑜𝑜𝑙)>%	is a proxy variable for human capital represented by school level; 𝐷>year% is the 

regional-specific time trends, aOP is the unobserved effect and 𝜖>% is the error term. Note that the 

intercept, γ,, is replaced by the unobserved effect, aOP, when estimating the fixed effects model.  
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The Romer model  

The estimation of random effects and fixed effects of the Romer model is based on the 

theoretical model presented in section 3.4, and it is carried out according to the following model 

specification: 

ln	(GDPRcapita)+# = δ,	+	δ*ln(n + d + g)+# + δ-ln(s.)+# + δ/ln(R&D)+# + 𝑎+# + ꝺ+year# + 𝑒+# (38) 
 

where, i indicates region and t indicates year; ln	(GDPRcapita)>% represents the logarithm of 

regional Gross Domestic Product per capita; δG is the intercept; 𝛿", 𝛿D and δN	are the coefficient 

estimates; 𝑙𝑛(𝑛 + 𝑑 + 𝑔)>% is the logarithm of population growth, depreciation and growth 

rates; 𝑙𝑛(𝑠2)>% is the logarithm of investment as a share of regional Gross Domestic Product; 

𝑙𝑛(𝑅&𝐷)>%	is a proxy variable for technology growth represented by research and development; 

ꝺ>year% is the regional-specific time trends, 𝑎>% is the unobserved effect and 𝑒>% is the error term. 

Note that the intercept, δ,, is replaced by the unobserved effect, 𝑎>% , when estimating the fixed 

effects model.  

The convergence model  

The estimation of the convergence model is made using a random effects model and it is based 

on equation (24) from section 3.5. Thus, this estimation is carried out according to the following 

model specification:  

ln	(GDPRcapita)+# − ln	(GDPRcapita)+,-,,, = η,	+	η*ln(n + d + g)+# + η-ln(s.)+# +

η/ln(school)+# + η1ln	(GDPRcapita)+,-,,, + 𝜀+#   (39) 

where, i indicates region and t indicates year; ln	(GDPRcapita)>% indicates the logarithm of 

regional Gross Domestic Product per capita; 𝜂G is the intercept; 𝜂", 𝜂D, 	𝜂N and	𝜂Q are the 

coefficients; 𝑙𝑛(𝑛 + 𝑑 + 𝑔)>% is the logarithm of population growth, depreciation and growth 

rates; 𝑙𝑛(𝑠2)>% is the logarithm of investment as a share of regional Gross Domestic Product; 

𝑙𝑛(𝑠𝑐ℎ𝑜𝑜𝑙)>%	is a proxy variable for human capital; ln	(GDPRcapita)>,DGGG is the logarithm of 

Gross Domestic Product at regional level per capita in 2000, which is the initial year of study, 

and 𝜀>% is the error term.    
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7. Results 

The results of the estimations made with the regression models presented in the previous section 

are presented below. Robust clustered standard errors are used in all specifications in order to 

correct for potential serial correlation and heteroscedasticity in the models (Wooldridge 2019).   

7.1 Estimation of the Solow-Swan model 

Table 7.1.1 presents the results obtained through the estimation with random and fixed effects, 

according to the model presented in equation (36) in the previous section.  

Table 7.1.1. Estimation of the Solow-Swan Model. 
 

Dependent variable: log GDPR per capita 

 FEM REM FEM REM 
Independent 
Variable 

(1) (2) (3) (4) 

Log of population 
growth, 
depreciation and 
growth rates 

4.028*** 4.011*** 0.169 0.216 

 (0.429) (0.385) (0.311) 
 

(0.322) 

Log of investment 
as a share of GDPR 

0.148 0.138 0.168** 0.166*** 

 (0.204) (0.202) (0.056) 
 

(0.057) 

Constant 14.089*** 14.041*** 6.132*** 6.226*** 
 (0.991) (0.909) (0.675) (0.715) 
     
R-squared 0.57 0.57 0.94 

 
0.94 

Root mean square 
error 

0.09 0.10 0.04 0.04 

Observations 136 136 136 136 

Random effects no yes no yes 

Fixed effects yes no yes no 

Time trends no no yes yes 

Note: Robust standard errors are in parentheses. Regression disturbance terms are clustered  
at the regional level. GDPR denotes Gross Domestic Product at regional level.  
* Significantly different from zero at 90 percent confidence.  
** Significantly different from zero at 95 percent confidence.  
*** Significantly different from zero at 99 percent confidence. 

The estimation of the fixed effects and random effects models without time trends (regressions 

1 and 2) yields beta coefficients equal to 4.028 and 4.011 respectively, for the variable 

“population growth, depreciation and growth rates”. This means that according to the FEM 
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regression and the REM regression, on average, an increase of one percent in this variable leads 

to an increase of 4.028 percent and 4.011 percent in regional income per capita respectively, 

ceteris paribus. This variable is statistically significant at 99 percent confidence in both models. 

Henceforth, this variable is referred to as the population growth variable. Moreover, the 

estimates for the variable “investment as a share of GDP at regional level” are not statistically 

significant in regressions 1 and 2. This variable is henceforth referred to as the investment 

variable. Furthermore, the R2 is 0.57 in both regression models, which means that 57 percent 

of the variance in regional income per capita can be explained by the independent variables.       

Once including the region-specific time trends (regressions 3 and 4), the picture changes 

completely: the variable population growth becomes statistically insignificant, while the 

variable investment turns statistically significant at 95 percent and 99 percent confidence in the 

fixed effects and random effects specifications respectively. The coefficients for the investment 

variable are 0.168 and 0.166 for the fixed effects and random effects models respectively, which 

means that ceteris paribus, an increase of one percent in the investment leads on average to 

approximately 0.17 percent higher income per capita. Moreover, the R2 is 0.94 in both models, 

which means that 94 percent of the variance in regional income per capita can be explained by 

the independent variables. Thus, the results suggest that accounting for region-specific time 

trends is important, as the R2 increases considerably once we account for these effects.   

Additionally, Table 7.1.2 in Appendix shows the results obtained from the application of the 

Hausman test, in order to choose the appropriate model between fixed effects and random 

effects. The results of the test indicate that the p-value is 0.85, which is larger than 0.05 and this 

means that the null hypothesis cannot be rejected. Therefore, the random effects estimation is 

appropriate for the econometric analysis of the Solow-Swan model.  

7.2 Estimation of the augmented Solow model 

Table 7.2.1 presents the results obtained through the estimation with random and fixed effects, 

according to the model presented in equation (37) in the previous section. 
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Table 7.2.1. Estimation of the Augmented Solow-Swan Model. 
 

Dependent variable: log GDPR per capita 

 FEM  REM  FEM  REM  
Independent 
Variable 

(1) (2) (3) (4) 

Log of population 
growth, 
depreciation and 
growth rates 

1.276** 1.306*** 0.310 0.348 

 (0.469) (0.488) (0.335) (0.340) 
     
Log of 
investment as a 
share of GDPR 

0.233** 0.231*** 0.183** 0.182*** 

 (0.089) (0.087) (0.058) (0.058) 
     
Log of population 
with high school 
education 

0.910*** 0.906*** 0.211 0.216 

 (0.057) (0.060) (0.155) (0.153) 
     
Constant 10.425*** 10.474*** 6.889*** 6.977*** 
 (1.009) (1.070) (0.931) (0.923) 
     
R-squared  0.91 0.91 0.94 0.94 
     
Root mean square 
error  

0.04 0.05 0.03 0.04 

Observations 136 136 136 136 

Random effects no  yes  no  yes  

Fixed effects yes  no  yes  no  

Time trends no no yes yes 

Note: Robust standard errors are in parentheses. Regression disturbance terms are clustered  
at the regional level. GDPR denotes Gross Domestic Product at regional level. 
* Significantly different from zero at 90 percent confidence.  
** Significantly different from zero at 95 percent confidence.  
*** Significantly different from zero at 99 percent confidence. 
 

The results shown in Table 7.2.1 indicate that the estimation of the fixed effects and random 

effects models without time trends (regressions 1 and 2) yields gamma coefficients of 1.276 

and 1.306 respectively, for the variable population growth. This means that on average, an 

increase of one percent in population growth leads to an increase of 1.276 percent and 1.306 

percent in regional income per capita according to the FEM (regression 1) and REM (regression 

2) respectively, other things equal. Moreover, the estimates for the variable investment indicate 

that ceteris paribus, an increase of one percent in investment leads on average to an increase of 

0.233 percent and 0.231 percent in regional income per capita according to the FEM regression 

and REM regression respectively. Both population growth and investment variables are 
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statistically significant at 95 percent and 99 percent confidence in the fixed effects and random 

effects specifications respectively. This represents a change compared to the Solow model 

estimation, in which investment is not statistically significant without time trends. In addition, 

the results show that other things equal, an increase of one percent in the variable “population 

with high school level” leads on average to an increase of 0.910 percent and 0.906 in regional 

income per capita in the FEM regression and REM regression respectively. Henceforth this 

variable is referred to as the rate of high school level. This variable is statistically significant at 

99 percent confidence in both regressions. Furthermore, the R2 is 0.91 in both models, which 

means that 91 percent of the variance in regional income per capita can be explained by the 

independent variables. This means that the inclusion of the proxy variable for human capital, 

that is, rate of high school level, has improved the value of the R2 by 34 percent with respect to 

the R2 obtained in the estimation of the Solow model without time trends.   

As in the estimation of the Solow model, when including the region-specific time trends 

(regressions 3 and 4) considerable changes occur in the magnitude of the variables. The 

variables population growth and rate of high school level becomes statistically insignificant, 

while the variable investment is still statistically significant at 95 percent and 99 percent 

confidence in the fixed effects and random effects specifications respectively. The coefficients 

for the variable investment are 0.183 and 0.182 for the fixed effects and random effects models 

respectively, which means that ceteris paribus, an increase of one percent in the investment 

leads on average to approximately 0.18 percent higher income per capita. Moreover, the R2 is 

0.94 in both fixed effects and random effects models, which means that 94 percent of the 

variance in regional income per capita can be explained by the independent variables. This 

value of R2 is the same as the value obtained in the estimation of the Solow model including 

time trends.   

Table 7.2.2 in Appendix shows the results of the Hausman test, applied in order to choose the 

appropriate model between fixed effects and random effects for the estimation of the augmented 

Solow model. The results of the test show that the p-value is 0.10, which is larger than 0.05 and 

this means that the null hypothesis cannot be rejected. Therefore, the random effects estimation 

is the appropriate econometric model for the analysis of the augmented Solow model.  

7.3 Estimation of the Romer model  

Table 7.3.1 presents the results obtained through the estimation with random and fixed effects, 

according to the model presented in equation (38) in the previous section. 
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Table 7.3.1. Estimation of the Romer Model. 

Dependent variable: log GDPR per capita 

 
 
 
 

Note: Robust standard errors are in parentheses. Regression disturbance terms are clustered  
at the regional level. GDPR denotes Gross Domestic Product at regional level.  
* Significantly different from zero at 90 percent confidence.  
** Significantly different from zero at 95 percent confidence.  
*** Significantly different from zero at 99 percent confidence. 
 

The results presented in Table 7.3.1 indicate that the estimation of the fixed effects and random 

effects models without time trends (regressions 1 and 2) yields delta coefficients of 2.091 and 

2.631 respectively, for the variable population growth. This means that ceteris paribus, an 

increase of one percent in population growth leads on average to an increase of 2.091 percent 

and 2.631 percent in regional income per capita according to the FEM (regression 1) and REM 

(regression 2) respectively. This variable is statistically significant at 95 percent and 99 percent 

confidence in the fixed effects and random effects models respectively. Moreover, the estimates 

for the variable investment are not significant in these models. Furthermore, other things equal, 

 FEM  REM  FEM  REM  

Independent 
Variable 

(1) (2) (3) (4) 

Log of 
population 
growth, 
depreciation 
and growth 
rates 

2.091** 2.631*** 0.484 0.958* 

 (0.788) (0.804) (0.547) (0.570) 
     
Log of 
investment as a 
share of GDPR 

-0.173 -0.124 0.057 0.051 

 (0.252) (0.225) (0.079) 
 

(0.068) 

Log of R&D as 
a share of 
GDPR 

-0.196** -0.054 -0.139* -0.044 

 (0.057) (0.054) (0.068) 
 

(0.065) 

Constant 9.059*** 10.740*** 6.159*** 7.461*** 
 (1.608) (1.864) (1.147) (1.202) 
     
R-squared  0.31 0.26 0.80 0.77 
     
Root mean 
square error  

0.06 0.07 0.03 0.04 

Observations 40 40 40 40 
Random 
effects 

no  yes  no  yes  

Fixed effects yes  no  yes  no  
Time trends no no yes yes 
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an increase of one percent in the variable R&D leads on average to a decrease of 0.196 percent 

and 0.054 percent in regional income per capita in the FEM regression and REM regression 

respectively. However, this variable is only statistically significant in the fixed effects model. 

Additionally, the R2 is 0.31 percent in the fixed effects model, which means that 31 percent of 

the variance in regional income per capita can be explained by the independent variables. An 

even smaller value of R2 is shown in the regression with random effects, this value is 0.26, 

which means that 26 percent of the variance in regional income per capita can be explained by 

the independent variables.   

Table 7.3.1 shows that when including the region-specific time trends (regressions 3 and 4) the 

coefficients of the variable population growth undergo a considerable change in magnitude, 

while the coefficients of the variable investment show a sign change. Nevertheless, the variable 

investment is still statistically insignificant, whereas population growth is statistically 

significant at a 90 percent confidence in the random effects model. The coefficient for the 

variable population growth in the regression with random effects is equal to 0.958, which means 

that on average, an increase of one percent in this variable leads to approximately 0.96 percent 

higher income per capita, other things equal. Moreover, the variable R&D is statistically 

significant at a 90 percent confidence in the fixed effects model. The coefficient for R&D in 

this model indicates that on average, an increase of one percent in R&D leads to approximately 

0.14 percent lower income per capita, ceteris paribus. In addition, the R2 is 0.80 percent and 

0.77 percent in the fixed effects and random effects models respectively. This means that 80 

percent of the variance in regional income per capita can be explained by the independent 

variables in the fixed effects model, whereas only 77 percent of this variance can be explained 

by the independent variables in the random effects model. As in estimations of the Solow-Swan 

model and the augmented Solow model, these results suggest that accounting for region-

specific time trends is important, as the R2 jumps up considerably once time trends are taken 

into account.  

Table 7.3.2 in Appendix shows the results obtained from the application of the Hausman test, 

in order to choose the appropriate model between fixed effects and random effects for the 

estimation of the Romer model. The results of the test show that the p-value is equal to 0.05, 

which means that the null hypothesis is rejected at five percent significance level. Therefore, 

the fixed effects estimation is the appropriate econometric model for the analysis of Romer 

model.  



 33 

7.4 Estimation of the convergence model  

The estimations of the unconditional and conditional convergence are made according to the 

model presented in equation (39). These estimations are shown in Table 7.4.  

Table 7.4. Estimation of the Unconditional and Conditional Convergence Models 

Dependent variable: log difference GDPR per capita 2000-2016 

 REM  REM  REM  
Independent Variable (1) (2) (3) 

Log of GDPR per capita year 2000 -0.027 -0.368*** -0.124** 
 (0.047) (0.095) (0.049) 
Log of population growth, depreciation rate 
and growth rate 

 2.268*** 0.721 

  (0.553) (0.516) 
Log of investment as a share of GDP  0.125 0.235*** 
  (0.241) (0.072) 
Log of population with high school education   0.988*** 
   (0.074) 
Constant 0.413 7.034*** 4.621*** 
 (0.268) (1.481) (1.261) 
R-squared  0.00 0.57 0.90 
Root mean square error  0.15 0.12 0.05 
Observations 136 136 136 

Note: Robust standard errors are in parentheses. Regression disturbance terms are clustered at the regional  
level. GDPR denotes Gross Domestic Product at regional level. 
* Significantly different from zero at 90 percent confidence.  
** Significantly different from zero at 95 percent confidence.  
*** Significantly different from zero at 99 percent confidence. 
 

Regression (1) in Table 7.4 presents the unconditional convergence model, in which the only 

independent variable is the logarithm of regional Gross Domestic Product per capita in 2000. 

The results indicate that there is a negative relationship between log difference of regional GDP 

per capita during 2000-2016 and log of regional GDP in 2000, which is consistent with what 

convergence theory predicts. However, the independent variable in this model is not statistically 

significant and the R2 has a null value, which means that the unconditional convergence does 

not seem to explain the variance in the regional income per capita during the time period. 

Additionally, regression (2) in Table 7.4 shows the results obtained through the estimation of 

the conditional convergence with random effects including population growth and investment 

share as the independent variables. These results imply that when the variables population 

growth and investment are included and held constant, the increment of one percent in the 

variable logarithm of regional income per capita in 2000 yields on average a negative effect of 

0.368 percent on the variable log difference of regional income per capita during 2000-2016. 

This variable is statistically significant at 99 percent confidence. Moreover, the value of R2 is 
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0.57, which means that the independent variables explain 57 percent of the variance in the log 

difference of regional income per capita during the time period. Furthermore, regression (3) in 

Table 7.4 presents the results of the estimation of the conditional convergence with random 

effects, in which the independent variables are population growth, investment share and human 

capital. The results indicate that the inclusion of the rate of high school impacts the model 

considerably as the R2 grows to 90 percent, which is an increase of 33 percent with respect to 

the conditional convergence estimation shown in regression (2). Additionally, ceteris paribus, 

the increase of one percent in the variable logarithm of regional income per capita in 2000 leads 

on average to a decrease of 0.124 percent in the variable logarithm of regional income per capita 

during 2000-2016. Moreover, this variable is statistically significant at 95 percent confidence. 

8. Discussion 
 

The results obtained with the estimation of random effects without time trends for the Solow 

model show that the variables population growth and investment explain 57 percent of the 

changes in regional income per capita. These results are consistent with the results presented 

by Mankiw et al. (1992), in which population growth and investment explain 59 percent of the 

variation in income per capita. However, the sign of the population growth variable is not the 

one predicted by Mankiw et al. (1992), and this variable is not statistically significant when 

including regional time trends. This suggests that an extensive analysis of this variable is 

necessary. According to the histograms presented in Figure 8.1 in Appendix, population growth 

has not changed to a great extent in most national areas of Sweden during 2000-2016, which 

could be a possible explanation for obtaining these results. As this variable remains largely 

constant during the analysed period, it does not show a statistically significant effect on the 

variable regional income when performing a regression (Stock & Watson 2015). Furthermore, 

by including time trends in the estimation of random effects, the value of R2 increases 

considerable and the determinant of the changes in regional income becomes investment, which 

is in line with the predictions of the models by Mankiw et al. (1992), Solow (1956) and Swan 

(1965). Additionally, it is necessary to highlight that the random effects model is taken as the 

reference for this analysis, since the Hausman test indicates that this model is the appropriate 

one for the estimation, that is, the random effects model is consistent and efficient (Hausman 

1978; Wooldridge 2019). However, there is a minimal difference between the results obtained 

with fixed effects and random effects models. 
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Moreover, Mankiw et al. (1992) state that there is a decrease in the existing anomalies in the 

Solow-Swan model by including the variable human capital in the model. These anomalies are 

represented by very high coefficients on population growth and investment. The econometric 

analysis of the augmented Solow model in this study shows that there is indeed a decrease in 

the coefficients of population growth when human capital is included, which is in accordance 

with the model predictions by Mankiw et al. (1992). Additionally, the R2 increases considerably 

when this variable is included, which means that the inclusion of human capital is relevant to 

better explain the changes in regional income per capita. This is also in line with the increase 

in the R2 value presented in the study by Mankiw et al. (1992). However, when including time 

trends in the random effects model, the variables population growth and school level are no 

longer statistically significant as in the results presented without time trends. This indicates that 

time trends are present in the dataset of this study and these effects have an impact on the 

estimates of population growth and the rate of population with a high school education (Stock 

& Watson 2015; Wooldridge 2019). 

 

The estimation of the Romer model yields surprising results of negative coefficients for the 

variable R&D. These results indicate that the technological factor negatively affects the variable 

regional income per capita, which goes against what is predicted in the model by Romer (1990). 

However, these results are unreliable since the period analysed is short and few observations 

are available for the variable R&D. Moreover, the R&D process is typically geographically 

concentrated in the main offices of the firms, in this case Stockholm, while the innovations 

spillovers are spread to other regions of Sweden where the production facilities are located 

(Jones & Vollrath 2013). The R&D spillovers reach the production facilities through the 

technology diffusion process, which mainly benefits the areas closest to the R&D source 

(Audretsch & Feldman 1996). Technology diffusion and the evaluation of the R&D spillovers 

are not taken into account in this study, which may be a possible explanation for the inaccurate 

results of the estimation of the Romer model. This explanation is in accordance with the 

hypothesis suggested by De la Fuente (2002), in which the inclusion of technological diffusion 

is relevant to explain the reduction in regional gaps across the regions of Spain.  

Furthermore, the results from the convergence estimations suggest that the variable logarithm 

of regional income per capita in 2000 is negatively related to the variable logarithm of regional 

income per capita during 2000-2016 when accounting for the variables population growth, 

investment and human capital. This is consistent with the predictions of conditional 

convergence presented by Barro and Sala-i-Martin (2004). Moreover, these results support the 
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findings of Barro and Sala-i-Martin (1991), Sala-i-Martin (1996) and Persson (1997), in which 

the results yield that regions tend to converge to a similar economic level.       

9. Concluding remarks 
 

The purpose of this study is to test the exogenous and endogenous growth theory in order to 

find the determinants of economic growth in the Swedish national areas during 2000-2016. 

Moreover, this study analyses if these regions display convergence during the analysed period.     

The econometric analysis carried out to test the economic growth theories indicates that the 

variable that determines economic growth in the short-run and explains 94 percent of the 

variation in regional income per capita when random effects and regional time trends are taken 

into account is investment. This finding is in accordance with the predictions of the exogenous 

growth theory. However, this variable does not fully explain the changes in income, which 

indicates that there are exogenous variables in charge of explaining the remaining percentage 

of variation in the dependent variable. The results of this study support that these exogenous 

variables may not be observable or may be difficult to quantify. Furthermore, the empirical 

results are consistent with the Solow and augmented Solow model predictions presented by 

Solow (1956) and Mankiw et al. (1992).  

 

Moreover, the econometric analysis to test the endogenous theory yields misleading results, 

which differ from the predictions of Romer (1990). However, the dataset for the estimation of 

the Romer model is limited due to the difficulty of finding Swedish R&D data, which also 

suggests that the results do not produce reliable estimates. Furthermore, the assumption that the 

R&D process is typically concentrated in the main offices of the firms in Stockholm, while the 

R&D spillovers are used in production facilities in other regions of Sweden may be a possible 

reason for obtaining such inaccurate results. This suggests that technology diffusion and the 

estimation of the R&D spillovers in production can be incorporated into the endogenous growth 

model in future studies, in order to obtain results that quantify both own R&D efforts and 

spillovers of innovations in the production process (Audretsch & Feldman 1996; De la Fuente 

2002). Additionally, the most important finding of the convergence analysis of this study is that 

there is conditional convergence between the national areas of Sweden during 2000-2016. This 

means that the differences in per capita income across the Swedish regions have decreased 

during the study period. This result is in favour of the exogenous models that predict 

diminishing returns to capital, and which suggest that poor regions tend to grow faster than rich 

regions to reach their steady-state level.  
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Appendix  

 

 
Note: Transition of an economy with a starting low capital per capita, 𝑘(0)!""#, to a steady-state 𝑘∗ to catch up to 
an economy with a high capital per capita, 𝑘(0)#%&'. The saving curve is represented by 𝑠 ∙ 𝑓(𝑘)/𝑘 and the 
depreciation curve is (𝑛 + 𝛿). Both economies have similar parameters of 𝑠, 𝑛, and 𝛿.   
Source: Barro and Sala-i-Martin (2004).   
 

Figure 3.5.1. Absolute Convergence. 

 

 

 
Note: Conditional convergence in which a poor economy with an initial capital per capita, 𝑘(0)!""#, grows to a 
steady-state 𝑘)**+∗ , while a rich economy with an initial capital per capita, 𝑘(0)#%&' grows to a steady-state 𝑘+-./∗ . 
The depreciation curve is (𝑛 + 𝛿) and the saving curves are represented by 𝑠!""# ∙ 𝑓(𝑘)/𝑘 and 𝑠#%&' ∙ 𝑓(𝑘)/𝑘.  
Source: Barro and Sala-i-Martin (2004).   
  

Figure 3.5.2. Conditional Convergence. 

 

 



 

Table 4.1. Swedish National Areas. 

Code  Swedish national area  Counties 

SE11  Stockholm   Stockholm 
SE12  East Middle Sweden  Uppsala, Södermanland, Östergötland, Örebro,  
      Västmanland      
SE21  Småland and the islands  Jönköping, Kronoberg, Kalmar, Gotland 
SE22  South Sweden   Blekinge, Skåne  
SE23  West Sweden   Halland, Västra Götaland 
SE31  North Middle Sweden  Värmland, Dalarna, Gävleborg 
SE32  Middle Norrland   Västernorrland, Jämtland  
SE33  Upper Norrland    Västerbotten, Norrbotten 
Note: The eight national areas of Sweden according to the Nomenclature of Territorial Units of Statistics 2 (NUTS 2). 

 

 

 

 

 

 
Table 4.2. Descriptive Statistics of the Dataset. 
 

 Variable  Obs  Mean  Std. Dev.  Min  Max 
Regional Gross Domestic Product 
per capita* 

136 334.609 79.631 225.5 624 

Rate of growth of working age 
population (15-64 years old) 

136 .005 .006 -.008 .019 

Investment expenditure as a share 
of GDPR 

136 .227 .026 .171 .305 

Rate of population with high 
school education 

136 .151 .018 .111 .181 

R&D expenditure as a share of 
GDPR 

40 .027 .013 .008 .046 

Note: All variables are expressed in annual averages for the period 2000-2016. GDPR denotes Gross Domestic Product at 
regional level. * Regional Gross Domestic Product per capita in current prices in SEK thousands.   

 

 

 

 

 

 

 

 

 

 

 



 

Table 4.3. Descriptive Statistics of the Log Variables. 
 

 Variable  Obs  Mean  Std. Dev.  Min  Max 
 Log of GDP per capita 136 5.789 .216 5.418 6.436 
 Log difference of GDPR during 
2000-2016 

136 .263 .147 0 .558 

 Log of population growth, 
depreciation rate and growth rate 

136 -2.006 .042 -2.103 -1.907 

 Log of investment as a share of 
GDP 

136 -1.489 .113 -1.769 -1.189 

 Log of population with high 
school education 

136 -1.9 .121 -2.197 -1.711 

 Log of GDPR per capita year 
2000 

136 5.526 .163 5.418 5.94 

 Log of R&D as a share of GDP 40 -3.752 .599 -4.876 -3.087 
Note: GDPR denotes Gross Domestic Product at regional level. Population growth denotes the growth or decrease of the 
population in ages between 15-64 years old. Population growth rate is calculated using the formula: ((pop - pop_lag) / 
pop_lag), where “pop” is population in current value and “pop_lag” is population in lagged value. Annual depreciation rate 
of physical capital in Sweden is 0.10. Average annual technological growth rate in Sweden during 2000-2016 is 0.03.  
 

 
 
 
 
Table 4.4. Correlation Matrix of the Log Variables. 
 

Variables (1) (2) (3) (4) (5) (6) (7) 
(1) Log of GDP per 
capita 

1.000       

(2) Log difference of 
GDPR during 2000-2016 

0.657* 1.000      

(3) Log of population 
growth, depreciation rate 
and growth rate 

0.733* 0.410* 1.000     

(4) Log of investment as 
a share of GDP 

0.056 0.209* 0.103 1.000    

(5) Log of population 
with high school 
education 

0.615* 0.899* 0.419* 0.004 1.000   

(6) Log of GDPR per 
capita year 2000 

0.734* -0.030 0.603* -0.115 0.005 1.000  

(7) Log of R&D as a 
share of GDP 

0.366* 0.097 0.706* 0.529* -0.196 0.362* 1.000 

Note: This table presents the correlations between the log variables used in the different models according to 
section 6 of this study.  
* Significantly different from zero at 90 percent confidence.  
** Significantly different from zero at 95 percent confidence. 
*** Significantly different from zero at 99 percent confidence. 
 

 

 

 

 



 

Table 7.1.2. Hausman test. 

Tests to determine whether REM or FEM is appropriate. 

           Ho: REM is appropriate 
chi2(2)      0.32 

Prob>chi2     0.8524      

Note: Hausman test applied to the panel dataset to determine the appropriate econometric model for the analysis of the Solow-
Swan model. 
 
 
 
 
 

Table 7.2.2. Hausman test. 

Tests to determine whether REM or FEM is appropriate. 

           Ho: REM is appropriate 
chi2(2)      7.76 

Prob>chi2     0.1009      

Note: Hausman test applied to the panel dataset to determine the appropriate econometric model for the analysis of the 
augmented Solow model. 
 
 
 
 
 

Table 7.3.2. Hausman test. 

Tests to determine whether REM or FEM is appropriate. 

           Ho: REM is appropriate 
chi2(2)      9.08 

Prob>chi2     0.0592      

Note: Hausman test applied to the panel dataset to determine the appropriate econometric model for the analysis of the Romer 
model. 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 
 
Note: Average growth rates of the population between the ages of 15-64 years old in the Swedish national areas 
during 2000-2016.  
Source: Figure created by the author using the statistical software Stata.  
 
Figure 8.1 Average rate of growth of working age population 
 

 


