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Abstract

This dissertation presents advances in social human-robot interaction (HRI)
and human social cognition through a series of experiments in which humans
face a robot. A predominant approach to studying the human factor in HRI
consists of placing the human in the role of a user to explore potential fac-
tors affecting the acceptance or usability of a robot. This work takes a broader
perspective and investigates if social robots are perceived as social agents, irre-
spective of their final role or usefulness in a particular interaction. To do so, it
adopts methodologies and theories from cognitive and experimental psychol-
ogy, such as the use of behavioral paradigms involving gaze following and a
framework of more than twenty years of research employing gaze to explore
social cognition. The communicative role of gaze in robots is used to explore
their essential effectiveness and as a tool to learn how humans perceive them.
Studying how certain social robots are perceived through the lens of research
in social cognition is the central contribution of this dissertation.

This thesis presents empirical research and the multidisciplinary literature
on (robotic) gaze following, aging, and their relation with social cognition. Pa-
pers I and II investigate the decline in gaze following associated with aging,
linked with a broader decline in social cognition, in scenarios with robots as
gazing agents in which their reaction times – reflecting internal cognitive pro-
cesses. Self-reported perception of the robots are also measured. Overall, this
decline seems to persist when the gazing agent is a robot, highlighting our de-
piction of robots as social agents. Paper IV explores the theories behind this
decline using a robot, emphasizing how these theories extend to non-human
agents. This work also investigates motion as a competing cue to gaze in social
robots (Paper III), and mentalizing in robotic gaze following (Paper V).

Through experiments with participants and within the scope of HRI and
social cognition studies, this thesis presents a joint framework highlighting that
robots are depicted as social agents. This finding emphasizes the importance
of fundamental insights from social cognition when designing robot behaviors.
Additionally, it promotes and supports the use of robots as valuable tools to
explore the robustness of current theories in cognitive psychology to expand
the field in parallel.
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Thesis structure

This thesis is based on five scientific articles. It is a summary covering and
linking the content in them. The chapters of the thesis are organized as follows:

Chapter 1 : Introduction. It presents the broad framework of social robotics
and the field of human-robot interaction, the problem statement over
which I built the scientific work in this dissertation, the research ques-
tions, and the main contributions of the thesis.

Chapter 2 : Background and Related Work. It introduces the reader to the mul-
tidisciplinary literature on social cognition, aging, and (robotic) gaze fol-
lowing that framed and inspired this work.

Chapter 3 : Methodology. It describes the methods used in the papers, i.e.,
tasks, procedures, materials, variables, and statistical analyses.

Chapter 4 : Results and Discussion. It summarizes the results and findings of
the papers separately and in relation to the research questions presented
in the introduction.

Chapter 5 : Summary and Conclusions. This final chapter closes the thesis with
a focus on the main contributions in relation to the research questions,
the societal and ethical impact of this work, and the limitations and sug-
gestions for future work.
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Open up the broken cup
Let goodly sin and sunshine in
Yes, that’s day
And open wide the hymns you hide
You find renown while people frown
At things that you say
But say what you’ll say

About the farmers and the fun
And the things behind the sun
And the people around your head
Who say everything’s been said
And the movement in your brain
Sends you out into the rain

–‘Things behind the sun’, Nick Drake
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Preface

Just random matter suspended in the dark
I hate to say it, but each other’s all we’ve got

–‘Pure Comedy’, Father John Misty

This thesis combines traditions, methods, and findings from different disci-
plines: human-robot interaction, psychology, and psychogerontology. The terms
‘multidisciplinary’ and ‘interdisciplinary’ are often used interchangeably to re-
flect this variety of research fields in cooperation, but they do not mean precisely
the same. Tress et al. [158] emphasized this distinction. While multidisciplinary
refers to different disciplines working under a common thematic umbrella but
within their own domains, interdisciplinarity refers to integrating disciplines
and diluting disciplinary borders for a common goal. The work in this thesis
contains elements of both.

This thesis work developed in the framework of the Newbreed doctoral
program at Örebro University, where a group of Ph.D. candidates focused on
the common theme of aging. Each of the students joined with our projects,
divided into four subthemes: aging and psychosocial adjustment, aging from
a societal perspective, the biology of aging, and aging and the fourth indus-
trial revolution –to which this work belongs to. However, there was a lot of
variation in our aims and objectives. Even within the same subthemes, the pro-
posals contained multiple approaches that only sometimes fit with each other.
The work in Newbreed was multidisciplinary because aging is a vast thematic
umbrella that cannot be categorized as a standard ‘problem’ but as a process
in life with its own multiple physical, psychological, and societal challenges.
In this regard, we had many meetings and lectures at Newbreed. We discussed
themes on aging together, and the different frameworks and approaches were
noticeable. I learned quite a lot from them and took different perspectives on
specific problems. My thesis evolved thanks to this, as I describe in the first
chapter (section 1.2). However, interdisciplinarity requires focused challenges
and research questions.
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xxii

Once I became a student in the computer science department, I grew a par-
ticular interest in the field of human-robot interaction (HRI). The problem to
address in HRI was more or less defined; it was about creating and refining
interactions with robots. With my background in psychology and cognitive sci-
ence, it took longer than I would like to admit until I felt at home. Nonetheless,
the H in HRI stands for ‘human’, and I embraced the idea that humans were
first. The moment I decided to bridge methods and theories from cognitive
psychology with experiments with robots to inform the HRI field, I knew it
would be challenging. I recently thought about a formula, the Interdisciplinary
Researcher’s Imposter Syndrome (IRIS), a harmless joke to express how the im-
poster syndrome (IS), very present in early –and not that early– researchers, is
a product of all the disciplines we are potentially offending (k) by bringing in
foreign ideas from other disciplines:

IRIS = IS× k (1)

The point of this silly formula is to express that doing interdisciplinary work
is challenging. It can occur that a reviewer does not understand the elements
from the other field or fields you are introducing in a paper. Finding reviewers
can also become challenging because the topic and way to address a problem
are rare. I still consider myself lucky and am very pleased with the outcome of
my work, this thesis. This was also thanks to those researchers behind me and
to the many conversations with those I met on the path, who shared the idea
that interdisciplinary research is the way to go. We need each other, after all. As
technology and society advance, we specialize in more niche fields, which is OK;
a person can not know about everything. However, the open-mindedness to
collaborate with others and/or introduce their ideas in your work is a voluntary
choice. This effortful but satisfactory decision will ultimately benefit scientific
research and advance society.



Chapter 1
Introduction

This song is new to me, but I am honored to be a part of it.

–Quote from The Outer Wilds game

Robots have permeated various aspects of modern life. These automated
machines are increasingly present in domains such as industry [57], transport
[111], or healthcare [91]. Although not yet often visible, there is a type of
robot that corresponds to the often portrayed image of a humanoid agent in the
popular culture that slowly enters the public domain: social robots [60, 142].
The ultimate purpose of social robots is often linked to directly supporting
people in scenarios like healthcare [27, 132], education [16, 159], or supporting
older adults [63, 127]. For the interaction between humans and robots to be
successful, social robots must be designed to be intuitive, through verbal and
non-verbal communication.

The human-robot interaction (HRI) field1 is a flourishing area of research
that includes the study of the interactions with social robots [13]. This broad
field brings professionals from different disciplines together to tackle the com-
plex scenarios ahead. The HRI community includes those designing, imple-
menting, and testing robots and behavior models. Nonetheless, those interested
in exploring theoretical aspects that might shape these interactions before de-
signing these systems are also part of this community. These aspects include
the robot’s capabilities or morphology, but also the human perception of the
robot and the potential differences among individuals [13, 47]. The work in
this thesis explores these aspects through the lens of social cognition.

We need to study humans to understand what shapes their interactions with
social robots. On the one hand, humans are the final beneficiaries of social
robots as a product, and humans become users the moment they interact with
them. As users, we must be satisfied; for HRIs to occur naturally, we must

1HRI will be used through the text as the framework for studying social robots. It will also be
used as an action, apart from a field of research.

1



2 CHAPTER 1. INTRODUCTION

find the robot useful. This should be a product that would not require much
convincing to be bought. On the other hand, humans have more layers of com-
plexity that go beyond being a user or a customer. Phenomena such as the
Uncanny Valley [93] have shown that robots are not automatically perceived
similarly to humans. This perception can occur only based on visual features,
regardless of the robot’s task and aim. There is a need to study how humans
perceive robots compared to what we know about how humans perceive hu-
mans, which is rooted in traditions such as social cognition [148] and social
cognitive neuroscience [41, 67]. After all, social robots should reflect human
behavior intuitively and naturally. However, the models of social robots in the
market are broad, and their capabilities and shapes are very different from hu-
mans, but also between them [60]. Recently, there have been renewed efforts to
bring controlled methodologies from cognitive psychology to HRI to explore
to which extent humans perceive robots as social agents [169, 170]. Using these
methods, one can learn more about how flexible social cognition is in scenarios
with artificial social agents. In addition, methods from cognitive psychology
often feature experimental setups. Using these experimental methods in HRI is
beneficial, as they permit finding those causal links between the robot’s behav-
ior and how this is perceived, ultimately leading to empirically based designs of
social behaviors and agents.

This thesis builds around a specific social phenomenon as a tool to study
social robots, the irresistible urge to follow the gaze of others [43, 49]. Gaze is
a powerful social cue through which we perceive the world, communicate our
mental states to others, and direct their attention, even involuntarily [21, 66].
Regardless of the different models of social robots available, the vast majority
of them have facial features and gazing capabilities [3]. Although HRI research
has explored gaze, this has typically been set in scenarios that only recently per-
mit a controlled examination of its influence. Through controlled gaze follow-
ing tasks using robots, we can also gain insights about the fast mental cognitive
processes occurring in our mind and compare them with previous research in
cognitive psychology. This thesis aims to provide a deeper understanding of
the social cognition of social robots2 and to explore if they are perceived as
valid social agents through the lens of current theories in cognitive research.
The main implications of this are two-fold: 1) gathering evidence to inform the
design of social robots and to foster more efficient HRIs, and 2) testing current
theories in social cognition through the use of robots.

This thesis and all the work contained in it is part of the Newbreed doctoral
program, funded by the European Commission through the Marie Skłodowska-
Curie Actions (Grant agreement No 754285), Co-funding of Regional, Na-
tional and International Programmes (MSCA COFUND).

2This refers to how humans perceive robots, not to be confounded with cognitive computa-
tional models implemented in robots.
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1.1 Problem statement and motivation

The HRI field has typically been solution-oriented, focused on the applications
of robots to everyday life. However, a parallel effort must be made to under-
stand fundamental aspects of human cognition and how they play a part in
HRIs. Research in HRI utilizes tools from different disciplines. Still, it was not
until relatively recent times that it adopted some methodologies from cognitive
and experimental psychology [22, 137, 169, 170]. The theoretical frameworks
in these fields open a window to better interpreting the findings in HRI and cre-
ating more robust studies: the adoption of methodologies and traditions from
behavioral research, an older and more settled field than HRI, promotes the
replication of results in science, a soon-to-be standard as this field matures
[11, 16, 56].

An example of how methods and findings from experimental psychology
can play a part in HRI research is the case of gaze following in older adults.
There is a trend in research papers highlighting the role of social robots in
assisting older adults. By the year 2050, 16% of the population will be over 65
years old [106], and social robots are expected to promote independent lives
for those willing to stay at their homes as long as possible [40]. Older adults
are often addressed as users and potential beneficiaries in HRI. However, some
fundamental aspects of social cognition still need to be addressed. For example,
the age-related decline in gaze following [146, 89]. To my knowledge, until the
first paper included in this thesis was published [100], no study in HRI had
focused on exploring this phenomenon. Moreover, studies with older users in
HRI have yet to tend to use control groups to interpret their results better [173],
i.e., specific robot behaviors may result in a particular output with a sample of
older adults, but is this because of the characteristic of this sample of older
adults? While using control groups does not permit causal inference, it allows
us to isolate better the possible causes, fosters the replication of future studies,
and opens new research directions.

Studying how aging might affect interactions with robots is an exciting ba-
sis for understanding social cognition and social robots: it can tell us if this
sociocognitive phenomenon translates to artificial agents to inform us if these
are perceived as social entities. Moreover, in such cases, it can also inform the
theoretical models in cognitive psychology explaining why this happens. Be-
yond the age-related decline in gaze following, there are other ways to explore
if we perceive social robots through the lens of social cognition that still need
to be fully explored. For example, through the gaze cueing task, an experimen-
tal task in visual attention, we can isolate variables such as motion perception,
which also guides visual attention, from the idea that a robot is gazing in one
direction. Furthermore, through this task, we can also test if humans consider
the robot’s perspective as if it was a social agent with a mind during an inter-
action.
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1.2 Development of this thesis

This thesis compiles five articles (I to V in chronological order) [100, 99, 97, 98,
101] resulting from four independent studies. The chosen method to investigate
social cognition was through experiments – or quasi-experiments when age
was accounted for. While the common theme is the examination of the gaze of
robots as a tool to explore social cognition, it is worth highlighting how this
research framework has evolved over four years of research.

This thesis work is part of the Newbreed program, which selected vari-
ous Ph.D. candidates to work on aging as a theme from varied disciplines and
perspectives. In the early stages, this work still focused on the practical impli-
cations and outcomes of new products, which would later decrease in favor of
understanding the theoretical models of human behavior involved in these inter-
actions. This can be seen in some aspects of the first study of the thesis –papers
I and II [100, 99]. That experiment presents a task with a robot that simulated
a possible everyday interaction where older participants (and younger controls)
had to click on specific ingredients to make a recipe. Like much of the literature
on aging and HRI, this first task focused on the pragmatic potential that robots
could offer to older adults as future users. The idea that the interaction needed
to mimic a potentially valuable scenario, such as a robot assisting a person in
their kitchen, reflects this.

After some time, the idea of robots as ‘solutions’ for aging became counter-
intuitive to me, inspired by the gerontology courses in the Newbreed program.
Not all older adults are necessarily willing to adopt social robots. Not all older
adults fall under the stereotype of fragile and lonely people urgently needing
help. Although the potential of social robots in specific scenarios and for par-
ticular groups of users is easy to acknowledge, there are previous fundamental
steps in the HRI research path until reaching those robot designers concerned
with developing and testing new prototypes to assess their acceptance. This in-
sight led the choice to ponder how basic social cues in robots are perceived
using insights from social cognition in a more controlled way in the remaining
studies. This perspective was reinforced by the reviews of the two first papers
[100, 99]. These did not focus on the nature of the task or how it aimed to simu-
late a potential everyday interaction with older users: these questioned whether
the robot’s motion component, rather than its gaze, drove the participants’ at-
tention. The issue was about causality: ‘The head’s movement seems helpful,
but is it truly the gaze that causes younger participants to be faster when the
robot turns its head toward a point on the screen?’ Understanding the fun-
damental mechanisms of social cognition in HRI became a priority. Potential
applications may come later based on this essential knowledge.

This realization led to a second study (paper III [97]), employing a more
fundamental and theoretical form of research that permitted causal inference
about the robotic gaze as the primary driver of attention rather than motion.
Even when conveyed through basic head movements, the robot’s gaze did not
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differ significantly from the human gaze. The work of a group of researchers
in robotics and cognition at the Italian Institute of Technology was already
suggesting this and using robots as tools for exploring the flexibility of social
cognition. Therefore, while the field of HRI can easily apply and use these
new findings for future designs and interactions, these would also provide a
parallel insight to test basic human cognition in controlled settings beyond the
presentation of static images of human eyes as the primary stimuli.

Based on this parallel insight, older adults participated again in the study
included in paper IV [98]. The study featured a screen-recorded NAO robot
presented facing away from the participant. This design permitted us to investi-
gate the influence of gaze in situations where the robot is not directly facing the
person. However, more importantly, it allowed us to test a theory in visual and
social attention that suggests that older adults may not follow the gaze of oth-
ers as efficiently as younger adults due to a reduced attentional focus on the eye
region. No decline in the older adult group was found under these conditions.

The final study (paper V [101]) involved a more complex environment that
had yet to be formally tested in the thesis: an interaction with a physically
present robot. This setting was a significant step forward. It featured a face-
to-face interaction in this thesis work for the first time after the Covid-19 pan-
demic. It moved beyond the research using videos and pictures often used in
attentional research. This study aimed to determine whether automatic gaze
following induced by a robot was still present in a face-to-face scenario. Addi-
tionally, it aimed to explore better a question raised in paper III [97]: What role
do mental attribution and mental states play in gaze following?

In sum, this thesis has evolved from a more pragmatic framework on the
role of the robotic gaze as a driver of attention to a more controlled and the-
oretically grounded work concerned about the specific causes that drive gaze
following in younger and older adults and how they relate to social cognition.
This fundamental knowledge is not at odds with other researchers focusing on
the practical applications of robots. Instead, although these two lines of work
are somewhat parallel now, they will converge as the field of HRI continues to
mature, and interdisciplinary teams become the norm rather than the excep-
tion.

1.3 Research questions

This thesis was based on the following several research questions (see Fig. 1.2
for a visual summary linking the research questions with the papers included in
this thesis) emerging from the knowledge gaps introduced in section 1.1 :
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RQ1 Is there a reduction in robotic gaze-following in older as compared to
younger adults?

Papers I [100] and II [99] address this question with an interactive task
in which older adults and younger controls followed instructions from a
Pepper robot [110], in Fig. 1.1(a). In addition, and to complement this
research question, questionnaires on the social perception of robots were
used to explore differences between age groups, as this decline has been
linked with a decline in social cognition.

RQ2 Can robots with no eye-movement capabilities elicit gaze cueing effects?

The gaze cueing effect (GCE) in gaze cueing tasks refers to faster reac-
tion times from participants to targets appearing at a location gazed by
an agent previously, compared to when the target appears at a non-gazed
location. Papers III to V [97, 98, 101] adopt the gaze cueing task using a
NAO robot [54], in Fig. 1.1(b). In addition, the target onset timings var-
ied systematically in papers III [97] and IV [98] to explore the robustness
of the effect.

RQ3 Do non-social cues, like motion perception, drive robotic gaze-following?

Despite a facilitation effect in robotic gaze following, it was not still clear
that gaze, and not the perception of movement, were driving visual atten-
tion. To answer this, I designed a gaze cueing task with a NAO robot to
isolate the role of motion vs. gaze in III [97].

RQ4 Are differences between older and younger adults in robotic gaze-following
related to attention to the robot’s eyes?

A recent theory links this decline with the attentional allocation to the
eye region. In paper IV [98], a gaze cueing task was used to study if the
age-related decline in gaze-following was present in a robot without vis-
ible eyes. In addition, the target onset timings between the gaze and the
target onset varied to explore the link between the age-related decline in
gaze following and slower processing times in older adults.

RQ5 Does robotic gaze-following depend on the attribution of mental states
to the robot?

The role of the inferred mental states of others in gaze following is un-
clear. If a robot cannot see the target and that reduces or eliminates the
GCE, it could be inferred that the mental state of that agent was consid-
ered for gaze following. Paper V [101] explores mental state attribution
in robotic gaze following.



1.3. RESEARCH QUESTIONS 7

(a)

(b)

Figure 1.1: Pepper (a) and NAO (b). Authors: Possessed Photography (a) (Un-
plash.com) and Tope A. Asokere (b) (Pexels.com).
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Figure 1.2: Visual summary of the research questions and thesis work.

1.4 Overview and contributions

The direct aim of this thesis is double. First, to understand interactions with
social robots through measures of cognitive processing. Second, to use these
robots to advance the knowledge in cognitive science. In the following para-
graphs, I highlight the specific contributions of the individual papers compos-
ing this thesis after their abstract. Although not addressed as a review paper,
each paper contains in-depth literature reviews to position the motivation and
findings within the context of other research in HRI and cognitive psychology.
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Age-Related Differences in the Perception of Eye-Gaze from a Social Robot
(I) [100]: The sensibility to deictic gaze declines naturally with age and often
results in reduced social perception. Thus, the increasing efforts in developing
social robots that assist older adults during daily life tasks need to consider
the effects of aging. In this context, as non-verbal cues such as deictic gaze are
important in natural communication in HRI, this paper investigates the per-
formance of older adults, as compared to younger adults, during a controlled,
online (visual search) task inspired by daily life activities, while assisted by
a social robot. This paper also examines age-related differences in social per-
ception. Our results showed a significant facilitation effect of head movement
representing deictic gaze from a Pepper robot on task performance. This facil-
itation effect was not significantly different between the age groups. However,
social perception of the robot was less influenced by its deictic gaze behavior
in older adults, as compared to younger adults. This line of research may ulti-
mately help informing the design of adaptive non-verbal cues from social robots
for a wide range of end users.

The main contributions of this paper include the following:

• The development of an online experiment to explore gaze following ca-
pabilities in older adults and younger controls with a robot.

• The finding that following the robot’s gaze can facilitate finding objects
in a visual search task.

• The finding that social perception scores, measured through question-
naires, varied less in older adults than controls due to the robot’s instruc-
tion style (gazing & verbal vs. verbal only).

• The finding that perceived anthropomorphism was higher in the older
than the younger group, irrespective of the robot’s style.

Although there were no differences between the older (⩾65) and the control
(<65) groups in the facilitation effects, examined through time measurements,
I speculated that the wide range of ages in the control group as compared to
those ⩾65 probably played a role in these results. For the next paper, I collected
more data to ensure a finer balanced division of three age groups instead of two.
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Age-Related Differences in the Perception of Robotic Referential Gaze in
Human-Robot Interaction (II) [99]: There is an increased interest in using social
robots to assist older adults during their daily life activities. As social robots are
designed to interact with older users, it becomes relevant to study these inter-
actions under the lens of social cognition. Gaze following, the social ability to
infer where other people are looking at, deteriorates with older age. Therefore,
the referential gaze from robots might not be an effective social cue to indicate
spatial locations to older users. In this study, we explored the performance of
older adults, middle-aged adults, and younger controls in a task assisted by the
referential gaze of a Pepper robot. We examined age-related differences in task
performance, and in self-reported social perception of the robot. Our main
findings show that referential gaze from a robot benefited task performance,
although the magnitude of this facilitation was lower for older participants.
Moreover, perceived anthropomorphism of the robot varied less as a result of
its referential gaze in older adults. This research supports that social robots,
even if limited in their gazing capabilities, can be effectively perceived as social
entities. Additionally, this research suggests that robotic social cues, usually val-
idated with young participants, might be less optimal signs for older adults.

The main contributions of this paper include the following:

• The finding that following a robot’s gaze can facilitate finding objects in
a visual search task.

• The finding that facilitation effects deriving from the signaling gaze be-
havior were lower in older and middle-aged adults than in younger con-
trols.

• The finding that social perception scores, measured through question-
naires, varied less in older adults compared to the middle-aged and younger
control group due to robot’s behavior.
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Robotic Gaze Drives Attention, Even with No Visible Eyes (III) [97]: Robots
can direct human attention using their eyes. However, it remains unclear whether
it is the gaze or the low-level motion of the head rotation that drives attention.
We isolated these components in a non-predictive gaze cueing task with a robot
to explore how limited robotic signals orient attention. In each trial, the head
of a NAO robot turned towards the left or right. To isolate the direction of ro-
tation from its gaze, NAO was presented frontally and backward along blocks.
Participants responded faster to targets on the gazed-at site, even when the eyes
of the robot were not visible and the direction of rotation was opposed to that
of the frontal condition. Our results showed that low-level motion did not ori-
ent attention, but the gaze direction of the robot did. These findings suggest
that the robotic gaze is perceived as a social signal, similar to human gaze.

The main contributions of this paper include the following:

• The use of a controlled established paradigm in sociocognitive and at-
tentional research to explore what drives the GCE when the gaze comes
from a robot, i.e., faster responses to a stimulus appearing where a robot
gazes at compared to when the stimulus appears at the opposite place.

• The finding that a robot without eye movement can also automatically
induce the GCE.

• The finding that gaze, not perceived motion or eye direction, automati-
cally drives visual attention, suggesting that we consider the robot’s per-
spective as an intentional agent.

• The finding showing the robustness of the GCE by systematically mod-
ifying the cue-target onset times (or stimulus-onset asynchrony; SOA),
with these effects being present even with a one-second gap between the
appearance of the target and the gaze cue.
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Gaze Cueing in Older and Younger Adults Is Elicited by a Social Robot Seen
From the Back (IV) [98]: The ability to follow the gaze of others deteriorates
with age. This decline is typically tested with gaze cueing tasks, in which the
time it takes to respond to targets on a screen is faster when they are preceded
by a facial cue looking in the direction of the target (i.e., gaze cueing effect). It is
unclear whether age-related differences in this effect occur with gaze cues other
than the eyes, such as head orientation, and how these vary in function of the
cue-target timing. Based on the perceived usefulness of social robots to assist
older adults, we asked older and young adults to perform a gaze cueing task
with the head of a NAO robot as the central cue. Crucially, the head was viewed
from the back, and so its eye gaze was conveyed. In a control condition, the
head was static and faced away from the participant. The stimulus onset asyn-
chrony (SOA) between cue and target was 340 ms or 1000 ms. Both age groups
showed a gaze cueing effect at both SOAs. Older participants showed a reduced
facilitation effect (i.e., faster on congruent gazing trials than on neutral trials)
at the 340-ms SOA compared to the 1000-ms SOA, and no differences between
incongruent trials and neutral trials at the 340-ms SOA. Our results show that
a robot with non-visible eyes can elicit gaze cueing effects. Age-related differ-
ences in the other effects are discussed regarding differences in processing time.

The main contributions of this paper include the following:

• A replication of the previous finding (III) showing that gaze following
drives attention automatically with robotic gaze with no eye movement,
even with no visible eyes.

• A replication of the previous finding (III) showing the robustness of the
GCE by systematically modifying the SOA, with these effects being present
even with a one-second gap between the appearance of the target and the
gaze cue, this time also with older adults.

• The finding that gaze following in older adults compares to gaze follow-
ing in younger controls when the eyes of the robot are not visible. This
finding supports a theory of visual attention of the decline that focuses
on a lower attentional allocation in the eye region by older adults.

• An exploration of gaze following concerning a neutral condition to com-
pare with previous research.

• The (unexpected) finding suggesting that older adults may need longer
processing times to benefit from other non-social visual features antici-
pating the target’s appearance.
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Can the robot ‘see’ what I see? Robot gaze drives attention depending on
mental state attribution (V) [101]: Mentalizing, where humans infer the men-
tal states of others, facilitates understanding and interaction in social situations.
Humans also tend to adopt mentalizing strategies when interacting with robotic
agents. There is an ongoing debate about how inferred mental states affect gaze
following, a key component of joint attention. Although the gaze from a robot
induces gaze following, the impact of mental state attribution on robotic gaze
following remains unclear. To address this question, we asked forty-nine young
adults to perform a gaze cueing task during which mental state attribution was
manipulated as follows. Participants sat facing a robot that turned its head to
the screen at its left or right. Their task was to respond to targets that appeared
either at the screen the robot gazed at or at the other screen. At baseline, the
robot was positioned so that participants would perceive it as being able to see
the screens. We expected faster response times to targets at the screen the robot
gazed at than targets at the non-gazed screen (i.e., gaze cueing effect; GCE). In
the experimental condition, the robot’s line of sight was occluded by a physical
barrier such that participants would perceive it as unable to see the screens.
Our results revealed GCEs in both conditions, although the effect was reduced
in the occluded condition compared to the baseline. These results add to the
expanding fields of social cognition and human robot interaction by suggesting
that mentalizing has an impact on robotic gaze following.

The main contributions of this paper include the following:

• The development of a face-to-face experiment with a robot to explore
gaze following capabilities in healthy young participants.

• A replication of the previous finding (III) showing that gaze following
drives attention automatically with robotic gaze with no eye movement,
even with no visible eyes.

• The finding that mental state attribution moderates the GCE, i.e., when
the robot cannot ‘see’ the target, this effect diminishes significantly, indi-
cating that we consider what the robot might perceive as if it was human.

• The suggestion that we interpret the robot behavior in terms of mentalis-
tic explanations.
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1.5 Ethics and data statement

The work in this thesis has received approval by the Swedish Ethical Review
Authority (Etikprövningsmyndigheten), although no sensitive data was col-
lected in any of the included studies. Due to its online nature, the study de-
scribed in papers I [100] and II [99] did not involve the collection of any data
that allowed the identification of any participant, becoming a fully anonymized
dataset – and not pseudo-anonymized like the rest. Participation was voluntary,
and those who volunteered read and agreed to a consent form before participat-
ing in the study. Additionally, they were allowed to ask questions and withdraw
from the study at any time without needing to give reasons for it. None of these
studies had known physical or psychological risks associated.

The document linking the identity of participants and their data is stored
on a server at Örebro University and is only accessible to me. In paper V [101]
I recorded video material, but this was only used for further analysis of the
interaction for future research. This material will not be shared or published in
any way that a participant can be identified.
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Y vuelven algunas rimas a mi mente cansada
Partes de guiones que creía olvidadas
Melodías que una vez pensé que iba a perder
Se tornan ahora bellas y valientes sinfonías

–‘Tierra’, Xoel López

Gaze is a window into the mind of others. Through gaze, we perceive the
world and communicate our mental states to those around us, even uncon-
sciously [21, 141]. Gaze provides a regulatory tool for turns in a conversation
–e.g., a speaker would look more to the listener when finishing their turn of
speech [37, 62]–, it permits us to regulate arousal –e.g., based on power and
dominance we can look directly or away to the other person [53, 35]–, and
monitors the attentional states of other people to ensure mutual understanding
[66]. Through this monitoring, we are inherently ready to follow the gaze of the
other, an essential communicative signal. Imagine that two persons are speak-
ing about assembling a piece of furniture, and one part is missing. If one finds
the part and looks at it but cannot reach it, this person would also be conveying
a message to the partner, so they look at the same point too, initiating what is
known as a joint attention process [9, 107, 155] based on a referential or deictic
function of gaze [139]. This joint attention process is a precursor and facilita-
tor to inferring the mental state of the other [114], probably: ‘I saw the piece,
but cannot reach it, take it so we can continue.’ In the case of robots’ gaze,
some behavioral patterns in humans suggest that their gaze triggers behaviors
similar to those we would find if the gaze was human, such as automatic gaze
following [70].

This chapter covers previous research in gaze using static images and robots
as stimuli. Research using behavioral paradigms from experimental cognitive
psychology to explore robotic gaze following to explore social cognition is also
introduced. The chapter also presents the debate in cognitive psychology about

15
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the role of mental state attribution in gaze following. This debate is about the
link between a gaze capable of driving attention and the need to consider the
mental states of that agent for gaze following to occur. Although not entirely
similar and with some conceptual differences, this idea has also been explored
in HRI, and the main findings are highlighted. Finally, the chapter concludes
with previous research on gaze following and aging. It links the age-related
decline in gaze following with this population’s use of social robots.

2.1 Research on gaze following

2.1.1 The gaze cueing task and the gaze cueing effect

Gaze following has typically been explored through the gaze cueing task [43,
49, 77], an attentional measure allowing controlled experimentation. Typically,
the task features a cue conveying gaze (e.g., an agent, a face, or just two eyes)
presented at the center of a screen and a target that appears either at its right or
left. Before the appearance of this target, the gaze of the central cue is directed
toward its left or right. The task that participants are given in the gaze cueing
paradigm is to respond to the identity or location of the target by pressing
one of two buttons linked with that identity or location. The gaze cueing task
typically shows that the reaction times (RT) are faster when the target appears
at the site gazed at by the central cue (congruent or valid trials) compared to
when the target appears at the opposite location (incongruent or invalid trials).
This phenomenon is known as the gaze cueing effect (GCE) [50], and it has
been the central behavioral measure in gaze following research. Fig. 2.1 shows
a visual example of a trial from a gaze cueing task.

Figure 2.1: Example of a valid trial (congruence between target location and
gaze direction) in the gaze cueing task. Image adapted from Lamer et al., 2015
[75], who took the image faces from the NimSim database by Tottehham et al.,
2009 [156]. Adapted with permission from the authors.

The GCE does only tell us that the gaze is a potentially valuable signal to
follow, but it also implies that it is somehow irresistible. If we were to compare
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the RTs between congruent gaze trials and those in which the gaze remains in
the center, in a neutral position, and found faster RTs in the first, we would
have an indicator that the person learned that following the gazing cues is a
useful strategy. The same would occur if there were some incongruent trials,
but they were less frequent than congruent ones. However, following this gaze
is not a good strategy in scenarios where the gaze is not predicting the target’s
location – i.e., 50% congruent and 50% incongruent trials– and still the GCE
shows us that we follow the gaze [49]. Moreover, even in scenarios where the
gaze is counterpredictive – i.e., more incongruent trials than congruent – and
the optimal strategy would be not following the gaze, RT are faster in congru-
ent trials [43, 77]. Altogether, these findings suggest that gaze following occurs
automatically. The robustness of the effect is such that even when the time be-
tween the appearance of the gaze cue and the target, also known as the stimulus
onset asynchrony (SOA), is extended up to 800 ms, the effect still persists [88].

Despite the typical use of eyes in gaze following research, gaze has been con-
veyed as an interplay of eyes, head, and body orientation [79, 76, 78]. Recent
research has shown that the GCE persists in scenarios where the person’s facial
features are not visible [30, 51]. In this thesis, gaze was explored as a function
of head movement, given the use of robots without eye-moving capabilities.

2.1.2 The gaze cueing task to explore social cognition

The gaze cueing task is an evolution of the Posner cueing task [121], a classic
spatial attention paradigm. Instead of gaze cues, the original central cues used
in this paradigm were arrows that pointed to one of the two sides. Interestingly,
arrows can also induce cueing effects [154]. Still, some unique findings in gaze
cueing do not translate to arrow cues and reflect its social nature [50]. For
example, the ethnicity of the face of the person gazing can modulate the GCE
[174]. In addition, there is a decline in gaze following that has yet to be found
with arrows [89, 146]. Emotional expressions in the central cue have also been
associated with larger cueing effects [88]. Finally, and most relevant for this
thesis, gaze following seems to be moderated to some extent by the mental
state attribution we make of the central cue [34], something unique to gaze
cues that does not translate to non-social cues [64]. The attentional response
to gaze cues has also been explored in neuroscience, with evidence of a social
attention neural circuit involved in this phenomenon [6, 36, 50, 108, 126].

2.2 Research on robotic gaze

There is extensive research on the role of robot gaze in HRI [130, 3]. This has
typically focused on the design, implementation, and testing of the effectiveness
of robot gaze cues in certain contexts [102]. A robot moving the head away can
reflect gaze aversion effectively in humans [7]. Gaze cues from a robot can also
regulate participants’ roles and turns in a conversation [52, 104]. In addition,
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listeners’ of a story narrated by a robot can recall its content better if the story
is accompanied by corresponding gaze behaviors [103]. Overall, the robotic
gaze is an effective signal in human-robot interaction.

Referential gaze from a robot to signal objects in space can help the hu-
man partner find them [3], although the settings to test this and results are
mixed among studies in HRI. It has been suggested that this cue is a valuable
social cue in challenging scenarios, in contrast to simple ones [4]. Head-gaze
behavior from a NAO robot also increased the participants’ performance when
providing visual referential hints in a card matching task [105]. Interestingly,
robotic reference gaze behavior did more than guide the human to an object in
space. The interaction times with the robotic agents increased due to a higher
participant engagement due to this novel behavior in contrast to a non-gazing
behavior in Kontogiorgos et al. [73]. This variability of results suggests context-
dependent outputs from robotic referential gaze, as with human gaze [21, 19].

Nonetheless, it is important to consider that the robots used in the previous
studies differed among them, as well as the overall study settings, sample sizes
and characteristics, and reports of their results. Moreover, despite the evidence
that gaze behaviors are useful and the benefit of equipping robots with gazing
capabilities, we are still determining if these are perceived more like an arrow,
useful in signaling locations, or as a fundamental social stimulus. The role of
robots and their gaze as social stimuli has yet to be fully understood.

Some studies examining how we interpret robots’ gaze compared to hu-
mans employ neural measures for comparison. Recent research has discovered
that establishing eye contact with a robot activates different regions of the
brain compared to interacting with humans. Specifically, the dorsolateral pre-
frontal cortex and right temporal parietal junction are engaged when making
eye contact with a robot [65]. However, it has also been found that establish-
ing eye contact with a robot can elicit similar physiological responses as with
other humans [68]. Furthermore, behavioral evidence indicates that robots can
evoke social perception during a non-predictive cueing procedure. Participants
showed faster RT when directing their attention to the location where the robot
had gazed if eye contact had been established beforehand [70]. Lastly, although
infants can detect human-like features, such as eyes and faces, they do not
respond to the robot’s gaze as a reference signal. This suggests that the not-
so-instinctive tendency to follow the gaze of robots may develop later in life
through a generalization from observing human gaze [84, 109].

Beyond the eye direction or head orientation, other visual cues unrelated to
gaze can drive visual attention. For example, it has been shown that biological
motion can also drive attention automatically [143, 168]. The power of bio-
logical motion as a perceptual cue in humans is such that opposite motion to
where the eyes are oriented can interfere with gaze in infants up to 12 months
[10]. Undoubtedly, the human gaze can be a powerful cue that minimizes the
attention of other competing cues as we develop. However, it is still uncertain
that this also occurs with robot gaze. Despite robots generally lacking motion
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resembling biological motion, it has been shown that basic motion cues with no
meaning can as well drive attention [174]. Li et al. [80] explored the effect of
motion in a robot through a video compared to the same robot in a static pic-
ture, showing similar cueing results between both. However, contrary to Astor
et al. [10], the directional motion component and gaze direction were aligned,
making it difficult to understand the influence of motion direction when com-
peting with gaze direction. Nonetheless, the study from Li et al. [80] employed
a gaze cueing paradigm with a robot, not intending to study the effectiveness
of gaze as a behavior but to understand the influence of motion in gazing be-
haviors.

2.2.1 When social robots met the gaze cueing task

There has been a wide adoption of gaze cueing paradigms to explore social cog-
nition using robots as stimuli in the last decade [25]. This has occurred for two
main reasons. First, the need for real stimuli that go beyond the representation
of gaze in a static picture of a person (or even a schematic face) in cognitive
research to test current theories in the field with more ecologically valid stimuli
[33, 171]. Second, the opportunity to use this same knowledge as a parallel step
to designing and implementing social behaviors in robots [169, 170].

The gaze cueing paradigm in social robots has demonstrated persistent GCEs
overall (See Chevalier et al. for a review [25]) with only one notable excep-
tion that found no effects in the gaze from two different robots [2]. How-
ever, most research has found cueing effects produced by robot gaze [1, 87,
164, 70, 163]. The GCE has been consistent and tested with robots with eye-
movement [26, 70], frequently with iCub [90] (Fig. 2.2). Some research has
also employed robots without eye-moving capabilities; in this case, the results
are mixed [2, 23]. The paradigm has also evolved from the use of pictures of
robots [86, 87, 164, 172] to the use of face-to-face scenarios with real embod-
ied robots [70, 72, 71, 163]. Nonetheless, recent research has shown the effect’s
robustness regardless of the robot’s physical presence [48]. Papers III, IV and V
adopted the gaze cueing paradigm through videos [97, 98] and a face-to-face
interaction [101].

By introducing new variables in the gaze cueing paradigms with robots, we
can explore how the former modulates the GCE. For example, if a robot is
perceived as mindless – i.e., with an automatic behavior not resembling human
behavior – the GCE in a robot can be attenuated [1, 164]. This is relevant
because it shows that the GCE is not a mere product of basic perceptual cues
but that preconceived beliefs can also modulate it (more on this in section 2.3).
Moreover, potential individual differences in gaze following might not translate
to robotic gaze. For example, Wiese et al. [162] showed that children with
autism spectrum disorder are more efficient at following a robot’s gaze than
a human. This finding provides more information about the social cognitive
mechanism driving attention in this population. Moreover, it also opens the
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Figure 2.2: The iCub robot, built at the Italian Institute of Technology. Author:
Jiuguang Wang (CC BY-SA 4.0).

possibility of the design of training programs for people with this disorder.
Recent evidence also showed a decline in gaze following in older adults. Still, to
my knowledge, only one study had explored age-related differences in attention
using a non-human agent [112] (more on this in 2.4).

2.3 Gaze following and mentalizing

Most people can guess what others think based on the signals used during
social interactions. This capacity, known as mentalizing or mental state attri-
bution (or Theory of Mind, the name varies depending on the discipline [152])
[12, 123], is a tool that permits the inference of preferences, desires, thoughts,
emotions, and intentions of others. As highlighted in the introduction of this
chapter, the use we make of gaze during social interactions allows others to in-
fer our mental states [21]. The referential role of gaze, where a partner looks to
a place in space so the other also looks, is a clear example of how the initiation
of a joint attention process is linked with the idea that the other has ‘some-
thing in mind’ to communicate [107, 155]. Even if the intention of the other
was not to communicate, we could still use that gaze as a piece of informa-
tion to create our model of what the other person is thinking – i.e., we literally
make theories about the mental states of others, as we cannot have direct ac-
cess to their thoughts. Although the role of gaze following is linked with the
idea that the other has a mind and their gaze provides information, it has also
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been categorized as an automatic response that can even be triggered by simple
schematic stimuli resembling eyes [43, 49, 77]. If the gaze following response
can be easily triggered only by perceptual visual cues, it is key to understand if
the agent’s perceived mind or mental state can somehow modulate it. After all,
gaze cues and arrows are not similar stimuli despite producing similar responses
[50, 154].

The role of mental state attribution in gaze following has yet to be clari-
fied. In recent years there have been some efforts in trying to understand how
the (perceived) mental states of others affect gaze following, also in the HRI
domain. However, the emphasis and connotation of mentalizing differ slightly
between these two fields. Mentalizing, or mental state attribution, can refer to
inferring particular mental states in a specific context [114]. This term could
also refer to the perception of an entity in terms of just having a mind, irre-
spective of the current context-based state of mental inference [153]. While the
first definition focuses on the current mental state of something or someone,
e.g., ‘this person is not looking at this place right now,’ the second is related to
the idea of something having a mind in general, e.g., ‘this thing cannot “look”
at this place because it does not have a mind.’ This second use of mentalizing
has been explored more in HRI. It has been studied in terms of a strategic de-
cision to perceive and interact with a (robotic) agent in terms of being capable
of having mental states. This is referred to as adopting the intentional stance
[38, 39]. To make a clear distinction between these two mentalizing ideas, men-
tal state attribution will be used to refer to mentalizing in the current context,
and intentional stance refers to the idea or strategic decision of referring to a
non-human agent as possessing a mind.

2.3.1 Gaze following and mental state attribution

The conventional approach to investigating the role of mental state attribution
in gaze following has involved manipulating the visual connection between the
central cue and the target. This manipulation has been achieved by employ-
ing cues with closed eyes, partially blocking the eye region, or introducing an
opaque physical barrier between the cue and the target [34] (Fig. 2.3). If mental
state attribution plays a role in gaze following, particularly if the central cue is
perceived as unable to see the reference object, it would be reasonable to expect
a reduction or complete disappearance of the GCE. The question arises about
how useful a gaze cue can be if viewers know that it is not associated with the
reference object. Research findings on this matter are varied, with some studies
demonstrating similar effects between conditions where the central cue is or is
not perceived as capable of seeing the target [29, 69]. In contrast, others have
reported weaker effects [136, 151], or even no GCE at all [64, 107].

The schema theory of gaze cueing proposed by Cole et al. [29] explains
these differences. The theory suggests that gaze following is a learned schema
[31] that is triggered automatically once a certain threshold of excitatory input
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is reached. However, top-down influences, such as mental state attribution, can
alter the threshold values. This theory predicts that in situations where the
gaze direction is clear and not ambiguous, the modulation needed to suppress
the schema would need to be very powerful, as found in research using real
pictures, videos, or physically present humans with uncovered eyes [29, 69].
In situations where the sensory information from the cue is more ambiguous,
such as when the eyes are occluded, the schema activation would become more
sensitive to top-down modulation, such as to the idea that the gaze cue can or
cannot see the target, as found in other studies [64, 92, 107, 136, 151].

Figure 2.3: Gaze cueing task to explore the role of mentalizing in gaze follow-
ing. The image shows a trial in which the sight line of vision is occluded to
the central cue, an actor, so he is perceived as not able to see the target by the
participant. Image from Cole et al., 2018 [29], used with permission from the
authors.

While Cole et al. [29] offer a potential explanation for the probabilistic
nature of gaze following, Schulz et al. [136] propose a basis for the discrepan-
cies observed in studies where the cueing effect is either absent or attenuated.
This explanation draws upon the Eye-Direction Detector and Shared Atten-
tion Mechanism modules proposed by Baron-Cohen [12]. The Eye-Direction
Detector module is activated by eye movements, allowing it to identify eye-
like shapes and differentiate between direct and averted gaze. On the other
hand, the Shared Attention Mechanism facilitates joint attention. According to
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Schulz et al. [136], studies utilizing dynamic eye-motion cues result in height-
ened reflexive sensory stimulation through the Eye-Direction Detector, lead-
ing to an attenuated effect in occluded conditions that cannot be entirely sup-
pressed [136, 151]. In contrast, static eye-gaze does not trigger the reflexive
processes associated with the Eye-Direction Detector, enabling the inhibition
of joint attention in occluded conditions via the Shared Attention Mechanism
[64, 107]. It is worth noting that this explanation is not incompatible with the
schema theory of gaze cueing. Both accounts suggest that the cueing effect can
be partially inhibited, and the role of mental attribution remains a modulating
factor, exerting greater influence to inhibit the effect when sensory information
is either limited or more ambiguous.

2.3.2 Gaze following and the adoption of the intentional
stance with robots

Anthropomorphic robots can be perceived as mindful through appearance alone
[1, 28, 42, 131, 138]. The intentional stance [38, 39] refers to the strategy of
explaining the behavior of artifacts, whether they are cartoons, virtual agents,
schematic faces, or robots, in terms of having mental states. The intentional
stance is adopted to some extent in interactions with robots [85, 153, 161]. In
addition, research has shown that the lack of adoption of this stance, induced
through instructions from experimenters, can significantly reduce the GCE with
robot and human cues [172].

To my knowledge, no experiment has bridged the concept of mental state
attribution and intentional stance as defined earlier. Most research with robots
focuses on whether the robot is perceived as having a mind or not, manipulated
through instructions to participants, or the robot’s appearance generally. Paper
V [101] shows that the mental state attribution of a robot, i.e., whether the
robot can or cannot see the target, significantly reduces the GCE. This result im-
plies that people consider the robot’s perspective and, thus, sporadically adopt
the intentional stance toward them, summing to the growing body of evidence
that suggests so but employing a different behavioral approach. Interestingly,
the non-predictive behavior of the robot was made explicit to participants from
the beginning.

2.4 Social robots, aging, and gaze following

The number of people 65 or older will double by the year 2050 [106], and older
adults will become one of the main groups that could benefit from using social
and assistive robots [124]. Research in HRI has tested new robotics solutions
for older adults, focusing on their usability or acceptance [117]. Still, it is key
to study how the sociocognitive aspects of robots affect behavioral outputs in
the older population and compare it to younger control groups if we want to
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understand how age might shape these interactions [173]. In contrast to non-
humanoid agents, social robots can produce social cues through body gestures,
including gaze. Research in social cognition has shown a decline in gaze fol-
lowing as we age [146, 89]. Therefore, gaze following might not be optimal in
collaborative scenarios between older adults and social robots.

Notably, this age-related decline has been found when using eyes as a visual
stimulus, but not with arrows, suggesting a relation between gaze following and
a decline in social cognition [118, 146]. This decline has been reported to be
independent of broader cognitive or perceptual declines [116, 145, 146]. There
is evidence of age-related changes in the way social stimuli are perceived [74,
145], ranging from difficulties in the identification of intentions and thoughts
from others [12, 115] to a decline in emotion recognition [149, 144, 129] in
normal aging.

Despite evidence indicating a decline in gaze following as we age, the re-
search on gaze following in older adults using robotic cues is limited. To the
best of my knowledge, there was just one published study addressing the role
of age in the attention provided to the eyes of a non-human conversational
agent, and none with a robot, when this project started. The result of that
study suggests that this social decline is also present with virtual entities [112].
There was some evidence of reduced gaze-following capabilities in middle-aged
and older adults, as compared to younger adults, when following instructions
that were given by an on-screen Pepper robot [110] in papers I [100] and II
[99]. The robot either pointed with the head/eyes toward the target stimulus in
a visual search-like paradigm or did not provide such a gaze hint. This experi-
ment did, however, not include a condition where the robot gazed at a location
different from the target location, and the specific impact of the robot’s gaze on
the reflexive attentional orienting remained unclear.

The age-related decline in gaze following as we age has been explained as a
result of a decline in visual attention towards facial features, but also as a more
general decline in strategic processing [89]. The first account builds on the idea
that older adults focus less on the eye region than younger [55, 119] or show
a reduced ability to extract meaningful information from the eyes [146]. The
question remains, however, whether older adults also show weaker GCEs with
other types of gaze cues than eye gaze. The second account points to a decline
in volitional or strategic processing, but not in automatic processing, as we
age, emphasizing that the decline would be especially present in predictive or
counterpredictive gaze cueing tasks rather than non-predictive [32]. A recent
meta-analysis [89] revealed evidence for both accounts. However, the meta-
analysis could not rule out that these age-related differences depend on slower
processing times in older as compared to younger adults that are not dependent
on the social nature of the agent [160]. Paper IV [98] explored the role of gaze
following in older adults in a robot when its eyes were not available in a non-
predictive cueing paradigm. In the study, the SOA, the time between the onset
of the central cue and target onset, was manipulated systematically to explore
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the possibility that slower processing times took a role in the effect. There were
no differences between the GCE in older and younger adults. However, older
adults needed longer processing times (longer SOAs) to benefit from the motion
cues presented in the experiment, in contrast to static cues. Further research is
needed to keep exploring if this was due to a decline in the strategic control, as
static cues were less present than incongruent or congruent moving cues [32], a
decline in motion perception [5, 140], or else it reflected a more general slowing
in cognitive processing [89, 160].





Chapter 3
Methodology

I found the fragrance separate from the flower
In all the logic I was lost
I found the fair, light blossom to be sour
And beneath the soil, the real cost

–‘I found the F’, Broadcast

This chapter covers the methodological aspects of the papers included in
this thesis, including tasks (3.1), procedures (3.2), materials (3.3), variables and
measures (3.4), statistical analyses (3.5), and details about demography of the
samples that took part in the studies (3.6). The studies featured an experimental
task to be completed by the participants facing a robot. The robots used in the
tasks were NAO [54] (see Fig. 3.1) and Pepper [110]. Participants were sepa-
rated in different age groups in some cases. Table 3.1 provides a comprehensive
summary of the methods and settings of each study.

Figure 3.1: A trial of a video-based gaze cueing task using NAO as central cue
in paper III [97].

27
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Table 3.1: Methods and settings used in each study

Study 1a Study 1b1 Study 2 Study 3 Study 4

Paper I [100] II [99] III [97] IV [98] V [101]

Settings Video, Video, Video, Video, Robot,
online online in-lab in-lab in-lab

Robot Pepper Pepper NAO NAO NAO

Task Visual Visual Gaze Gaze Gaze
search search cueing cueing cueing

Development Labvanced Labvanced Labvanced Labvanced Python,
NAOqi

Experimental Gaze Gaze Congruence (2), Congruence (3), Congruence (2),
variables (IVs) behav. (2) behav. (2) Frontality (2), SOA (2) Occlusion (2)

SOA2 (3)

Age Yes (2) Yes (3) No Yes (2) No
division (IV)

Behavioral RT3, RT, RT, RT, RT,
measures TCT4, TCT, Accuracy Accuracy Accuracy

Accuracy Accuracy

N. Blocks 2 2 10 12 10

Trials 10 (+2) 12 (+2) 72 (+2) 40 (+2) 24 (+2)
per block5

N. Trials 20 (+4) 24 (+4) 720 (+20) 480 (+24) 240 (+20)
(total)

Questionnaire Yes Yes No No No

Duration 15 min. 15 min. 45 min. 40 min. 45 min.

Final N 276 377 39 41 46

Main stat. Robust mixed Robust mixed GLMMs7 Mixed ANOVA GLMMs
analyses ANOVA6 ANOVA

1 Study 1b is an extension of study 1a that featured an extended data collection to create
three groups of age instead of two.

2 Stimulus onset asynchrony (SOA): the time between cue and target onsets.

3 Reaction time (RT): the time it took a participant to respond within a trial.

4 Task completion time (TCT), the sum of the RTs in each condition.

5 The numbers in parentheses are trials excluded from the analysis by default. In
study 1 these corresponded to a predictable ingredient (bread). In the remaining they
corresponded to the two first trials in each block.

6 Analysis of variance (ANOVA).

7 Generalized linear mixed models (GLMM).
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3.1 Tasks

The tasks chosen in this thesis were mainly gaze cueing tasks [43, 77] with 
variations among them, but also a visual search task [157]. Gaze cueing tasks 
were used in paper III [97], IV [98], and V [101]. A visual search task was used 
for papers I [100] and II [99].

A gaze cueing task is a response task divided by trials, which were the mini-
mal information units during an experiment. In each experimental trial of my 
studies, a NAO robot was placed in the central visual field of the participant. 
The NAO moved its head towards its left or right. After this, a letter ‘T’ or ‘V’ 
(the target) appeared at one of these two locations, and the participants were 
instructed to respond by pressing a key with the identity of this letter as fast 
and as accurately as possible. In all the papers, the robot had an equal chance of 
looking to the target (congruent trials) and the opposite direction (incongruent 
trials). The studies for papers III [97] and IV [98] were performed using 
videos of NAO within a lab. The experiment in paper IV featured a neutral 
condition in which the robot did not move. The study in paper V [101] was a 
face-to-face cueing task with a NAO robot (see Fig. 3.2).

Figure 3.2: An incongruent trial of a gaze cueing task using NAO as central cue
in paper V [101].
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A visual search task is also a response task divided by trials. In each experi-
mental trial, a participant is told to visually scan the environment in search of
an ingredient (the target) among other ingredients (the distractors) to click on
it as fast and as accurately as possible. This task was used in papers I [100]
and II [99], and participation was online. The experimental design featured a
video-based Pepper that verbally guided participants to click on certain ingredi-
ents to make a sandwich. An ingredient became the target as soon as the robot
mentioned it. The participants were instructed to respond by clicking on the
corresponding ingredient as fast and as accurately as possible.

Figure 3.3: A trial in a visual search task with Pepper in papers I [100] and II
[99]. In this trial the participant must click on the cheese.

3.2 Procedures

Participants filled out a consent form before participating in each of the studies.
In this consent form, they were informed about the use of their data, the aim of
the study, and their rights, as well as the possibility of terminating participation
at any stage, without risk or penalty whatsoever. This was always followed by
a request to fill out the demographic questionnaire.

In all cases, the demographic questionnaire gathered data about partici-
pants’ gender [Man, Woman, Other, N/A], age in years, comfort with comput-
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ers [Likert scale, 1-5], and familiarity with the NAO/Pepper robot [Yes, No,
Not sure]. Other information gathered were the years of education or com-
pleted education [School, high school, bachelor’s, master, Ph.D., other], domi-
nant hand, and previous participation in studies involving robots [Yes, No, Not
sure].

The demographic questionnaires were always followed by an instruction
phase, where participants were informed about the task and their objectives,
both in written and verbal form, except in the online study. In the online study,
direct verbal communication between the experimenter and the participant was
impossible. However, my email address was visible if they had questions before
participating. After the instruction phase, there was always a training phase
so they could acclimate to the task and test what they learned in the instruc-
tions. In the online study, participants were also allowed to familiarize them-
selves with the ingredients’ pictures and their names. In-lab studies featured an
informal period after the training when participants could ask questions. Par-
ticipants were also verbally reminded that their participation was voluntary in
case of hesitation, without a penalty in the compensation they could receive
depending on the study.

In the online study, participants were asked to complete a questionnaire
corresponding to each experimental condition after completing the task. In the
studies performed in the laboratory, no questionnaires were used apart from the
demographic questionnaire. After completing the experiment, participants were
thanked for their collaboration, verbally debriefed in detail about the study’s
final aim, and given a compensation gift card. In the online study, participation
was voluntary, and no compensation gift was given. The debriefing and thanks
were done through text in that case.

The in-lab studies were performed at the psychology lab, at the Center for
Health and Medical Psychology at Örebro University, and in a quiet room at
the Robotics, Perception, and Learning division at KTH University (paper V
[101]).

3.3 Materials and stimuli

All the studies except the one in paper V [101] were designed and implemented
in Labvanced [46]. The robots used were Pepper [110] and NAO [54], but the
forms of presentation varied among the studies. Fig 3.1 reports the number of
trials and blocks per study.

Papers I and II Several videos of Pepper facing the camera and moving its
head to 16 locations around it were recorded (Fig. 3.3). These were used to
build the gaze following task in which the robot instructed participants to click
on several ingredients around it, verbally and using these head movements to
convey gaze in one condition. In the other condition, it remained static and
only instructed verbally.
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Papers III and IV The gaze cueing task featured a virtual NAO robot recorded
in Choregraphe [122]. The decision to use a virtual NAO was made to remove
light reflections appearing in the real videos. NAO was chosen over Pepper to
explore with other popular robots. The same frames of NAO moving its head
while facing away were used in papers III and IV. The target stimuli in these
experiments were the letters ‘V’ and ‘T’; participants used a Cedrus response
keypad to report them. The stimuli and instructions were presented on a 23-
inch AOC monitor with a resolution of 1920x1080 pixels and a refresh rate of
60 Hz. The participants were seated at an approximate distance of 60 cm from
the computer screen. The central cue, representing an actual NAO 6 model,
appeared in black and white on a grey background. It measured 4.35◦ in height
and 5.5◦ in width (4.5 x 5.8 cm). The fixation cross and letter targets were black
and had dimensions of 0.85◦ in width and height (1 x 1 cm). The targets were
positioned on the horizontal axis of the screen, approximately 6.4◦ away (6.7
cm) from the center of the screen.

Paper V The gaze cueing task featured a NAO robot in face-to-face interac-
tion. This was done to increase the social presence of the robot. The task was
implemented using the NAOqi and PsychoPy libraries for Python [113] by Alex
Sleat and Tim Schreiter, co-authors of this last study. The same target letters and
response pad as in the previous gaze cueing tasks were used. Fig. 3.4 shows the
measures and dimensions of the setting.

3.3.1 Questionnaires

Papers I [100] and II [99] included the following self-report questionnaires:

NASA-TLX The mental demand subscale of the NASA-Task Load Index [59],
a computerized 21-point slider [1=Low; 21=High], was used to assess the gaze’s
mental demand following the task.

Godspeed questionnaire series A modified version of the anthropomorphism
semantic differential subscale [5-points] from the Godspeed Questionnaire Se-
ries [14] was used to measure the perceived anthropomorphism of the robot.
The scale was modified due to the irrelevance of an item within this study (mov-
ing rigidly-elegantly). The item mechanical-organic was also added, as in [20].
The subscale was composed of five items in total.

RoSAS The Robotic Social Attributes Scale [20], a 5-point Likert scale [1=To-
tally disagree; 5=Totally agree], was used to measure the perception of warmth,
competence, and discomfort caused by a robot. Each dimension was composed
of six items.
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Figure 3.4: A) Birds-eye view of the settings in paper V [101]; Participant (P)
faces a robot (N), with two screens (S1 and S2) to its left and right; B) The
target letter within a screen. The image corresponds to the screen S2, and is
mirrored on S1.

Two questions were included at the end of the study:

• Q1: Did you notice any difference between the robots in the tasks? to
check whether the person was aware of the difference between robot con-
ditions. Participants could choose between yes and no, and were given
some space to write what they thought the differences were.

• Q2: Which robot did you prefer from the ones you interacted with? to
check their preferred robot condition (gaze or verbal only). They were
presented with two accompanying videos of each condition and were
asked to choose between robot a (corresponding to verbal only), robot
b (corresponding to gaze), and no preference.

3.4 Independent variables and measures

This section describes the independent variables and the behavioral measures
–not always included in the analysis as dependent variables. The subjective
measures (questionnaires) are described in the previous section.



34 CHAPTER 3. METHODOLOGY

3.4.1 Age group as a between-subject variable

In papers I [100], II [99], and IV [97], we collected data from different age
groups.

Paper I The data of 276 participants were analyzed. All participants who
were ⩾65 were classified as older adults based on the working retirement age
(n=150). The age group variable was divided in those ⩾65 and the rest (18-64).

Paper II Due to the wide age of the younger group in the previous (the stan-
dard deviation in this group was 12.1 compared to 3.8 in the ⩾65), we collected
more data to permit a wider separation between those in the ⩾65 group and a
younger group. The data was divided into three groups this time: ⩾65 (n=139),
45-64 (n=103), and 18-44 (n=135). Stricter inclusion criteria were used as com-
pared to the previous based on the delay measures provided in the metadata due
to the online nature of the study.

Paper IV The data of 41 participants were divided into two clear groups of
age: ⩾60 (n=21) and 18-40 (n=20). The age limit in the older group was low-
ered to maximize the possibility of participation of those still working at Öre-
bro University.

3.4.2 Within-subject variables

All studies featured within-subjects manipulations. The presentation of the vari-
able levels or conditions was always randomized within a block or counterbal-
anced between them. The levels of these variables appear in parentheses close
to their names.

Gaze behavior (2) In papers I [100] and II [99], Pepper appeared in two
blocks. Pepper featured two behaviors in each block: ‘verbal only’ and ‘gaze’.
The robot gave verbal instructions to click on certain ingredients in both con-
ditions, but in the ‘gaze’ level, it also featured a referential gaze to the cor-
responding ingredient. Originally, in paper I [100], these same levels of the
variables were named as ‘static’ and ‘moving’ robot.

Congruence (2-3) Congruence was a variable in all gaze cuing tasks, i.e., pa-
pers III [97], IV [98], and V [101]. It refers to the gaze-target validity, meaning
that a trial was congruent when the gaze direction of the robot corresponded to
the side where the target appeared. If the target appeared in the opposite direc-
tion to there the robot’s gaze direction the trial was incongruent. The balance
between congruent and incongruent trials was 50/50 in all cases (non-predictive
gaze cueing tasks). In paper IV [98], I included a neutral level in this variable to
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explore how gaze was followed in relation to it. This condition appeared less
frequently than the other trials within a block (1/5 of the total).

Frontality (2) In paper III [97], NAO appeared both facing the participant or
facing away. This was a manipulation between blocks to address whether it
was motion or gaze what drive attention (See Fig. 3.5).

SOA (2-3) Stimulus Onset Asynchrony. In papers III and IV [98], I systemat-
ically manipulated these measures to explorethe robustness of the gaze cueing
effect across time and the possible differences in processing times between age
groups. This was manipulated within blocks. The levels in paper III were 340,
500, and 1000 ms. The levels in paper IV were 340 and 1000 ms.

Occlusion (2) In paper V [101], I occluded the line of vision of NAO to give
the impression that it could not see the target and explore if mental state at-
tribution affected gaze following. This was compared to a standard baseline
condition with no occlusion.

(a) (b)

Figure 3.5: NAO in the frontal (a) and backward (b) condition in paper III [97].
In (a) and (b) NAO gazes at two different screen locations, but the rotation
perceived by the viewer is the same. The video in the backward condition was
also used in paper IV [98].

3.4.3 Measures

The main measure was RT data, the time it took participants to respond, as RT
constitutes an objective measurement reflecting the internal cognitive processes
in humans. This was collected in all the studies. In the first study, TCT were also
measured to explore differences between age groups at a macro scale, reflecting
how the decline affected task performance. Data on accuracy was collected
and reported in all the gaze cueing tasks but never included in the inferential
analyses due to its residual nature.
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3.5 Main analyses

The statistical analyses used in each of the papers were varied. Given the lack
of normality of time data, statistical analyses accounting for that were always
chosen. Robust methods were also chosen if other data were not normally dis-
tributed, such as the questionnaire ratings. All the analyses were performed
using R [125] and RStudio [120]. Accuracy data were never analyzed, given its
low prevalence. Incorrect trials were always excluded from the time analyses.

Robust mixed ANOVAs This approach uses bootstrapped samplings to nor-
malize the data based on the Central Limit Theorem [166, 167, 165]. It also
uses mean trimming. The WRS2 library [83] for R to perform the main analyses
was used in papers I [100], II [99] and IV [98].

Mixed ANOVAs In paper IV [98], only some of the assumptions were met,
so robust mixed methods and data transformation were also used. Given that
there were no differences between these analyses, we chose to report the mixed
ANOVA data for comparison with previous research and its more defined re-
port standards and straightforward interpretation.

GLMMs In papers III [97] and V [101] GLMMs [18] were used. This permit-
ted us to account for non-normality and use trials as units of analysis – not
aggregated trials by means or median as in ANOVAs. This is becoming the
standard for analyzing RT data [17, 81]. Due to the complexity of the design
in paper IV, ANOVAs were used instead. The lme4 library [15] in R was used
to create the GLMMs.

Other analyses used include Robust t-tests or the Chi-squared and Wilcoxon
signed-rank tests. Bonferroni or Holm-Bonferroni corrections were used when
needed.

3.6 Participants

Participants were cognitively healthy (self-reported), had a normal or corrected
vision, and spoke and understood English – except in the first study, in Spanish.
All participants were over 18 years old. The sample sizes were chosen through
a priori power analyses in G*Power [44]. Participation in Study 1 was not
compensated, contrary to the other experiments where participants received a
voucher (with a value of 100 Swedish Crowns). Study 1 was distributed by
Spanish universities with adult education programs. These were the University
Carlos III of Madrid, the University of Murcia, the Complutense University of
Madrid, and the University of Alicante. The remaining participants in this and
the other studies were recruited via word of mouth, flyers, and social media
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Table 3.2: Demography of the samples

Study 1a Study 1b Study 2 Study 3 Study 4

Paper I [100] II [99] III [97] IV [98] V [101]

Final N 276 377 39 41 46

Age (Mean±SD)

Older adults 69.3±3.8 69.4±3.8 N/A 73±5.92 NA
Middle-age adults 53.4±12.15 58.2±4.8 N/A N/A N/A
Younger adults N/A1 21.1±6.1 28.2±5.33 27.7±4.3 28±5.45

Number of participants by age group

Older adults 150 139 N/A 21 N/A
Middle-age adults 126 103 N/A N/A N/A
Younger adults N/A1 135 39 20 46

Number of participants by reported gender

Female 154 194 14 27 18
Male 121 177 25 14 28
Other 1 5 0 0 0

Familiarity with the robot

Yes 34 88 5 9 31
No 192 208 28 25 8
Not sure 50 81 6 7 7

1 In study 1a the middle-age adult and younger adult groups were a unique group
ranging from 18 to 64 years old. In paper I this group is referred simply as ‘adults’.

networks. Table 3.2 shows some demographic characteristics of the sample in
each study.





Chapter 4
Results and Discussion

Green is the colour of her kind
Quickness of the eye deceives the mind

–‘Green is the colour’, Pink Floyd

This chapter provides an overall introduction to each paper, highlighting
the results and the main parts from the corresponding discussion sections.

4.1 Paper I

The study in this paper [100] was designed to answer RQ1:

Is there a reduction in robotic gaze-following in older as compared to younger
adults?

We created an online gaze following task in which a robot gazed (moving
robot; MR) at the different ingredients the participant had to click on following
its instructions. In a baseline condition (static robot; SR), the robot only men-
tioned the ingredients without gazing at them. We measured the time to click on
an ingredient (reaction time; RT) and the sum of these times (task completion
time; TCT) as the primary dependent variables. The final sample was 276 par-
ticipants, divided into two groups of 18-64 (adults; A) and ⩾65 (older adults;
OA) years old. Additional questionnaires were included to explore the mental
demand [59] and the perception of the robot as having social traits [14, 20].
Participants were also asked if they noticed the difference between the robots
(Q1) and their robot preference (Q2) (See section 3.3.1). Fig. 4.1 shows the
structure of this study.

39
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Figure 4.1: Structure of the study used in papers I [100] and II [99]. Each block
represents one condition. The ‘B’ is for ‘bread’, the ingredient removed from the
RT analysis due to its high predictability – the task was to make a sandwich.
The number in ‘In. X’ represents the order of an ingredient, ‘Q’ refers to the
questionnaire, ‘RT’ to ‘Reaction Time’, and ‘TCT’ to ‘Task Completion Time’.

4.1.1 Results

Behavioral measures

The percentage of incorrect trials was 2.24%, and these were excluded from
the time analyses. Due to violations of assumptions for the mixed analysis of
variance (ANOVA) test, I analyzed this data using a Mixed Robust ANOVA
test with 20% trimmed means and 2000 bootstrapped samples.

RT I used the median RT of the correct trials within each task per partici-
pant for the analysis. These significantly differed between the robot conditions,
showing a facilitation effect for the MR condition (faster RT than the baseline).
There was also a main effect of age that slowed RT for OA. I did not find an
interaction effect between robot condition and age group. The strength of the
facilitation effect was calculated as (RTSR − RTMR)/RTMR. An independent ro-
bust t-test (trim = 0.2, samples = 2000) did not show significant differences in
the strength of the facilitation effect caused by the MR between age groups.

TCT These analyses showed a similar pattern to the RT. There was a facilita-
tion effect for the MR condition in TCT. The TCTs were also higher for OA
than the other group. I could not find any interaction effects between robot
condition and age group. The strength of the facilitation effect was also calcu-
lated as a proportional difference score (TCTSR − TCTMR)/TCTMR. A robust
t-test did not show significant differences in the strength of the facilitation ef-
fect caused by the MR in TCT between age groups.

In sum, the robot behavior made participants react faster in general. How-
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ever, this facilitation was not different between the two age groups. Table 4.1
and Fig. 4.2 provide more information about the analyses.

Table 4.1: Summary of the behavioral measures in paper I [100].

RT (ms) TCT (s) % Facil. (RT) % Facil. (TCT)

Age p <0.001 p <0.001 p=0.31 p=0.66
MA 2131 ± 575 53.5 ± 9.8 0.29 ± 0.36 0.12 ± 0.2
MOA 2590 ± 808 61 ± 12.5 0.22 ± 0.35 0.11 ± 0.2

Robot p <0.001 p <0.001 - -
MSR 2585 ± 721 61.5 ± 12.3
MMR 2176 ± 716 56.3 ± 11.1

Age*Robot p=0.2 p=0.7 - -
MSR−MR

A 426 ± 582 4.9 ± 10.7
MSR−MR

OA 393 ± 744 5.4 ± 11

Subjective measures

I used Robust mixed ANOVAs in all the scores except for anthropomorphism,
which met the assumptions for a mixed ANOVA. There was a significant effect
of age by which OA perceived the robots as more anthropomorphic than A. In
addition, the MR scored significantly higher than SR in all the social perception
scores except discomfort. Finally, a significant interaction effect showed that
the referential behavior of the robot had a lower impact on anthropomorphism
and discomfort in the OA group. Table 4.2 shows the questionnaire scores and
Cronbachs’s α of each construct with the corresponding analyses. Concerning
the mental demand scale, I found no main effect of age (p = 0.07), robot
condition (p = 0.11), and no interaction (p = 0.33) (M = 4.18 ± 3.75).

Other analyses

To test whether the referential gaze of the robot affected the times even if the
participants were unaware of that movement, I analyzed the subset of partici-
pants (116) who reported not having noticed the difference between the robot
conditions by answering ‘No’ to Q1 (see previous chapter). There were (1) a
main effect of age group on RT at p < 0.001, but no effect of robot condition
or interaction effect; (2) a main effect of age group on TCT at p < 0.001, but
no main effect of robot condition or interaction effect; (3) no effects in any
of the subjective scores; (4) an over-representation of OA (67.2%), as com-
pared to A (32.7%), χ2(1) = 12.5,p < 0.001. I also analyzed the participants
who expressed a preference for a robot in their answer to Q2. From a total of
163 responses, 21.5% chose the SR. For the participants choosing the MR, the
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(a)

(b)

Figure 4.2: Paper I [100]; a) Mean Reaction time (left) and Task completion
times (right); b) Violin plots of the proportional differences in times between
robots in the older adult (OA) and adult (A) groups. Error bars show 95%
bootstrapped confidence intervals.

differences between age groups (OA=42.1%, A=57.8%) were not significant,
χ2(1) = 2.47,p = 0.11.
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Table 4.2: Summary of the social perception scores in paper I [100].

A1 (α = .88). W2( α = .87) C2 (α = .84) D2 (α = .76)

Age p=0.02 p=0.051 p=0.26 p=0.88
MA 2.66 ± 0.94 2.47 ± 0.8 3.64 ± 0.67 1.71 ± 0.58
MOA 2.89 ± 0.77 2.56 ± 0.8 3.65 ± 0.73 1.73 ± 0.58

Robot p <0.001 p=0.003 p <0.001 p <0.001
MSR 2.7 ± 0.92 2.42 ± 0.8 3.49 ± 0.76 1.76 ± 0.6
MMR 2.87 ± 0.7 2.62 ± 0.79 3.8 ± 0.61 1.68 ± 0.55

Age*Robot p=0.03 p=0.85 p=0.47 p=0.003
MSR−MR

A −0.27 ± 0.77 −0.25 ± 0.67 −0.39 ± 0.71 0.173 ± 0.58
MSR−MR

OA −0.08 ± 0.66 −0.15 ± 0.62 −0.25 ± 0.64 0 ± 0.5

1 Anthropomorphism scale, from the Godspeed Questionnaire Series [14].
2 Warmth, competence, and discomfort dimensions, from the RoSAS [20].

4.1.2 Summary of the discussion

The primary aim of paper I was to investigate how the perception of gaze
cues from a social robot might differ across different age groups. Our find-
ings demonstrated that the MR positively impacted all participants, regardless
of their age. I did not find any significant variations in the facilitation effect of
the gazing robot between different age groups, whether it pertained to TCT or
RT. However, the older adult group consistently exhibited higher levels of an-
thropomorphism, irrespective of the robot’s behavior. Moreover, participants’
social perception scores improved due to the robot’s gaze, and most individuals
preferred the MR. Overall, the participants reported low mental demand while
performing the tasks. It is worth noting that there was an interaction effect in
anthropomorphism and discomfort scores caused by the robot, which showed
less variability across different robot conditions within the older adult group.
These interactions indicate a unique perception of referential gaze from a robot
among individuals in this age group.

Among the participants, a percentage of 42% indicated that they did not
perceive any distinctions between the robot conditions. Interestingly, I observed
age-related effects within this subgroup solely in the time scores. It is possible
that these individuals interpreted Q1 quite literally, leading them to misinter-
pret the question as physical differences between the robots rather than their
behavior. Despite this subgroup not experiencing a facilitation effect, the inci-
dence of incorrect trials in our sample remained low at 2.24%. Notably, the
subgroup consisted of a higher proportion of older adults. This finding could
be interpreted as a decline in eye-gaze perception associated with aging. Alter-
natively, the over-representation of older adults in this subgroup may indicate a
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more generalized cognitive decline or difficulty in remembering the differences
between the robot conditions [58].

There is a significant limitation arising from this first study: the age range
between the groups needed to be wider. If there truly existed an age-related
decline in gaze following, the age separation used was not broad to explore it.
Due to these contradictory results, indicating no difference in gaze facilitation
between the age groups but also showing differing scores in social perception
between them and a high percentage of older adults reporting no differences be-
tween conditions, I collected additional data for paper II [99] to redefine these
age groups. This allowed us to confirm that there was indeed a decline in RT
and TCT for older adults. Furthermore, the movement of Pepper’s head could
have been interpreted as a moving stimulus toward the correct answer. Paper III
[97] addressed this limitation by confirming that gaze, rather than movement,
is the driving force behind attention. Finally, in paper III, I introduced a new
element to investigate automatic attention by having the robot signal to incor-
rect locations (incongruent trials). This contrasts with the present study, where
following the robot’s gaze was a strategic choice.

4.2 Paper II

As indicated in the previous paragraph, this study [99] was the same as the one
in paper I [100], but featured an extended data collection that permitted a bal-
anced division between three groups of age instead of two. The extended final
sample was composed of 377 participants. The new groups of age were older
adults (OA; ⩾65), middle-aged adults (MA; 45-64), and younger adults (YA;
18-44). The study also provided more details in its analyses (e.g., effect sizes).
It featured a more extended theoretical framework, given the extended length
the journal format permitted in contrast to a conference paper. The names of
the conditions were changed in this second iteration of the experiment to em-
phasize the idea of gaze rather than movement: the moving robot became the
gaze robot (GR), and the static robot became the verbal-only robot (VR).

4.2.1 Results

Behavioral measures

The percentage of incorrect trials was 2% and were excluded from the time
analyses. Due to violations of assumptions for the mixed ANOVA test, I ana-
lyzed this data using a Mixed Robust ANOVA test with 20% trimmed means
and 2000 bootstrapped samples.

RT To analyze the RT data, I used the median RT of the correct trials within
each task per participant. There was a main effect of robot conditions, show-
ing slower RT for the VR condition compared to the GR condition (ξ̂ = 0.47).
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There was also a main effect of age (ξ̂ = 0.81). A Post Hoc analysis showed
significant differences in RT between each age group pair, indicating slower
RT with older age (all p < .001). An interaction effect between robot condi-
tion and age group emerged, showing that the difference in RT between the
robot conditions was especially large in the YA. I explored this by perform-
ing a paired robust t-test to compare the robot conditions within each age
group. All groups showed significantly faster RTs in the GR condition com-
pared to the VR condition (all p < .001), but the effect size was particularly
large for YA (ξ̂ = 0.9). The effect size was ξ̂ = 0.45 for MA and ξ̂ = 0.4 for
OA. The strength of the facilitation was calculated as a proportional difference
score (RTVR − RTGR)/RTGR, following previous research in spatial attention
[150, 146]. A one-way Robust ANOVA showed a significant difference be-
tween age groups in the strength of the facilitation effect (ξ̂ = 0.58). A Post
Hoc analysis indicated a significant difference in facilitation effect for RT be-
tween YA & MA and YA & OA (both p < .001), but not between MA & OA
.

TCT The times to complete the task were significantly slower for the VR con-
dition compared to the GR condition (ξ̂ = 0.33). There was also a main effect
of age group (ξ̂ = 0.79). A Post Hoc analysis showed significant differences
in TCT between each age group pair, showing slower completion times with
older age (all p < .001). I also found an interaction effect between robot con-
dition and age group, showing that the difference in TCT between the robot
conditions was especially large in the YA. This interaction was explored by
performing a paired robust t-test to compare the robot conditions for each age
group. The YA and MA groups showed significantly faster TCT for the GR
condition compared to the VR condition (both p < .001), although this was
not the case for OA (p = 0.26). The effect size was particularly large for YA
(ξ̂ = 0.82; ξ̂ = 0.24 for MA). The strength of the facilitation effect was also
calculated as a proportional difference score (TCTVR−TCTGR)/TCTGR. A one-
way Robust ANOVA showed a significant difference between age groups in the
strength of the facilitation effect (ξ̂ = 0.48). A Post Hoc analysis indicated a
significant difference in facilitation effect for TCT between YA & MA and YA
& OA (both p < .001), but not between MA & OA (p < .054).

In sum, both time measures were generally faster with the GR than with the
VR, especially in young adults. However, there were no differences in TCT
caused by the robot behavior in the older adults group. Table 4.3 and Fig. 4.3
provide more information about the analyses.

Subjective measures

I used Robust mixed ANOVAs in all subjective measures. There was a sig-
nificant main effect of age group in the anthropomorphism (ξ̂ = 0.4), warmth
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Table 4.3: Main/interaction effects on the times and mean time ± standard
deviation for every level of the variables in paper II [99].

RT (ms) TCT (s) % Facil. (RT) % Facil. (TCT)

Age group p < .001 (***) p < .001 (***) p < .001 (***) p < .001 (***)
YA 1621 ± 560 33.1 ± 5.94 65 ± 48 25.6 ± 20.3
MA 2201 ± 531 40.5 ± 6.4 22.6 ± 32.6 9.1 ± 19.4
OA 2607 ± 827 44.7 ± 8.7 23.4 ± 34.5 6.8 ± 21.1

Robot p < .001 (***) p < .001 (***) - -
VR 2397 ± 720 41.4 ± 7.71
GR 1890 ± 768 37.4 ± 9.26

Age*Robot p = .01 (*) p < .001 (***) - -
YAVR−GR 702 ± 469 6.94 ± 5.5
MAVR−GR 363 ± 526 2.82 ± 7.21
OAVR−GR 428 ± 742 1.9 ± 8.65

(ξ̂ = 0.27), and competence (ξ̂ = 0.19) scores. A Post Hoc analysis showed that
OA perceived the robots as more anthropomorphic, competent, and warmer
against MA and YA (both p < .001 vs. MA and YA in anthropomorphism and
warmth; p = .007 vs. MA and p = .043 vs. YA in competence). There was
a significant effect of robot condition in the anthropomorphism (ξ̂ = 0.21),
warmth (ξ̂ = 0.2), and competence (ξ̂ = 0.3) scores. All these scores were
higher for the GR condition. Last, there was a significant interaction in anthro-
pomorphism, showing a narrower score variation between robot conditions for
OA as compared to MA and YA, i.e., the older participants barely varied their
anthropomorphism scores between the robot conditions. Table 4.4 shows the
questionnaire scores and Cronbachs’s α of each construct with the correspond-
ing analyses. The mean of the mental demand subscale from the NASA-TLX
indicated a very low score for most participants (M = 3.7 ± 3.5) and was not
analyzed further.

Other analyses

I repeated the main analyses for the subset of all participants who retrospec-
tively reported not having noticed the difference between the robot conditions
by answering ’No’ to Q1 and, therefore, who might have been unaware of
the head movement in the GR (32.8% of the sample). In this subsample, I
found: (1) a main effect of age group on RT and TCT, both at p < .001,
and a main effect of age group on anthropomorphism at p = .012. These
results are similar to those of the total sample; (2) a main effect of robot con-
dition on RT and TCT, at p = .03 and p = .04 respectively, also in the di-
rection of the results analysis performed with the total sample; (3) a main ef-
fect of robot condition on discomfort at p < .001, although very marginal in
magnitude, scoring the GR 0.08 points higher in this dimension; (4) an over-
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(a)

(b)

Figure 4.3: Paper II [99]; a) Mean Reaction time (left) and Task completion
times (right); b) Violin plots of the proportional differences in times between
robots in the older (OA), middle-aged (MA), and younger adult (YA) groups.
Some extreme values above 1.5 were removed to constrain the proportions of
the RT graph. The ‘×’ marks the mean. Error bars show 95% bootstrapped
confidence intervals.
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Table 4.4: Cronbachs’s α for every social perception score; main/interaction
effects on the social perception scores, and mean score ± standard deviation
for every level of the variables in paper II [99].

A.1 (α = .88) W.2 (α = .87) C.2 (α = .85) D.2 (α = .8)

Age group p < .001 p < .001 p = .014 p = .6
YA 2.21 ± 0.85 2.16 ± 0.82 3.43 ± 0.84 1.72 ± 0.7
MA 2.76 ± 0.94 2.47 ± 0.79 3.61 ± 0.69 1.7 ± 0.6
OA 2.84 ± 0.88 2.5 ± 0.81 3.63 ± 0.735 1.74 ± 0.6

Robot p < .001 p < .001 p < .001 p = .1
VR 2.46 ± 0.94 2.25 ± 0.81 3.63 ± 0.73 1.76 ± 0.64
GR 2.72 ± 0.92 2.5 ± 0.82 3.73 ± 0.67 1.68 ± 0.62

Age*Robot p = .05 p = 1 p = .4 p = .7
YAVR−GR −0.37 ± 0.7 −0.33 ± 0.65 −0.4 ± 0.67 0.1 ± 0.52
MAVR−GR −0.32 ± 0.78 −0.25 ± 0.68 −0.37 ± 0.75 0.15 ± 0.58
OAVR−GR −0.09 ± 0.68 −0.18 ± 0.63 −0.28 ± 0.62 0 ± 0.5

1 Anthropomorphism scale, from the Godspeed Questionnaire Series [14].
2 Warmth, competence, and discomfort dimensions, from the RoSAS [20].

representation of OA (51.1%), as compared to MA (36%) and YA (12%),
χ2(2, 372) = 48.3,p < .001.

Two hundred and fifty participants (66.3%) expressed a preference for a
robot in their answer to Q2., of which 205 of them (82%) preferred the GR
over the VR. The difference in preference between age groups (GR in YA=85%,
in MA=85.2%, and in OA=72%) was marginally significant, χ2(1, 250) =
5.9,p = .052, indicating a lower preference of the GR in older adults as com-
pared to the other groups.

4.2.2 Summary of the discussion

Building upon an extension of the study presented in paper I [100], the ob-
jective of paper II [99] was to investigate possible age-related variances in the
perception of gazing cues from a social robot. By expanding upon the previous
research, I obtained additional data that shed light on this topic. The results
showed that participants exhibited faster RTs and TCTs when the robot uti-
lized referential gaze compared to when it solely provided verbal instructions.
This effect was observed across all age groups, with a more pronounced benefit
in the younger group. However, middle-aged and older adults demonstrated a
comparatively smaller advantage in this regard. The findings regarding TCT
were similar to the RT ones, although, among the older group, no significant
differences in TCT were observed between the robot conditions. These results
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suggest that the robotic referential gaze of the Pepper robot is effectively per-
ceived as a social cue. I observed a comparable decline in RTs related to age,
which is consistent with studies using human referential gaze as a cue during
task performance [74, 146]. Furthermore, this age-related decline manifested in
the real task and not only in the RT of spare trials, as it had an overall impact
on the total time required to complete a task with Pepper.

During the study, participants provided information on their social percep-
tion of the robot, encompassing dimensions such as perceived anthropomor-
phism, warmth, competence, and discomfort. I observed an overall increase in
all the scores, except for discomfort, when the robot utilized referential gaze.
When asked about their preference, participants favored the robot employing
referential gaze, aligning with previous evidence supporting the notion that so-
cial behaviors enhance robot acceptance [68]. Notably, older adults perceived
the robot as more anthropomorphic, more competent, and warmer compared
to the other age groups. These findings can be understood in the context of
a novelty effect, as the older group exhibited less familiarity with Pepper. At-
tributing anthropomorphic qualities to a robot is associated with novelty ef-
fects, which can help alleviate uncertainty regarding an unfamiliar agent and
make sense of its actions [147]. Consequently, it is not surprising that warmth
and competence, both stemming from a certain degree of anthropomorphism,
were also higher among older adults. Furthermore, the lack of variation in
discomfort between the age groups can be explained by novelty effects, as
Carpinella et al. [20] demonstrated that familiarity does not significantly im-
pact this dimension. Finally, I discovered that the degree of anthropomorphism
in the perception of the robot varied less among older adults when compar-
ing the different robot conditions. This pattern was also observed for warmth
and competence, although the variation did not reach statistical significance
between the age groups. This slight discrepancy between conditions for older
adults indicates a distinct social perception of the robot, suggesting a limitation
in attributing human characteristics to it due to its social behavior.

There are two limitations in the generalizability of these results arising from
our sample. Firstly, the age groups exhibited disparities in terms of education
level and familiarity with Pepper. Although these differences were expected,
they hinder making strong conclusions based solely on chronological age. It is
crucial to acknowledge that variables such as familiarity may play a role in the
perception of gaze from a social robot. It is possible that individuals who are
more acquainted with social robots perceive them as more anthropomorphic
and social, potentially resulting in higher facilitation effects regardless of age.
To gain a better understanding of the influence of chronological age on the
perception of social robots, longitudinal research can be employed to isolate
other confounding variables. Alternatively, quasi-experimental research should
strive to achieve a high level of homogeneity between age groups in these poten-
tially confounding variables. For instance, a preliminary video showcasing the
robot’s capabilities could be shown to all participants prior to the experiment
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to enhance familiarity. In fact, in paper IV [98], I participants saw an intro-
ductory video featuring NAO for this purpose. Other limitations discussed in
the previous paper, beyond the division of age groups, are also relevant to the
current study.

4.3 Paper III

The study in this paper [97] was designed to answer the following RQs:

Can robots with no eye-movement capabilities elicit gaze cueing effects? (RQ2)

Do non-social cues, like motion perception, drive robotic gaze-following? (RQ3)

The gaze cueing effect (GCE) is tested with gaze cueing tasks. I chose to
switch to this paradigm to study the automatism of gaze following based on
the limitation of the previous study, in which following the gaze was just an
optimal and logical strategy. I used a computerized cueing task in which the
head of a virtual NAO moved either to the right or left, where the targets would
appear. Only in half of the trials did the target appear where the robot gazed,
making the strategy of following the gaze of the robot not optimal to answer as
fast as possible. This study did not divide the sample (39 participants) based on
age criteria, as this was beyond the scope of the research questions. This study
focused only on RT as a dependent variable, following previous gaze cueing
research.

The task featured a manipulation to isolate the motion component gener-
ated by the moving head: the robot was presented facing the participants in
some conditions and facing away in others (Fig. 3.5 in the previous chapter).
Let’s assume a congruent trial in the frontal condition where the letter appears
to the left of the viewer. The gaze of the robot first aligns to the left through
a certain rotation, and the target appears. In a similar congruent trial to the
left of the viewer, the gaze would be ultimately aligned with the target, but the
motion would be the opposite compared to the frontal condition. If motion,
and not gaze, drives the cueing effect, it could be expected that RTs are faster
on average for the incongruent trials in the backward condition – incongruent
in relation to the robot’s gaze. Apart from the ‘congruence’ variable, present
in all the gaze cueing tasks, I explored three different SOAs (340 ms, 500 ms,
and 1000 ms) to learn more about the robustness of the GCE through time and
among the frontal vs. backward conditions using a robot as a central cue.

4.3.1 Results

I first explored the data by searching for participants with a high number of
errors (greater than the upper quartile plus one and a half times the interquar-
tile range) to exclude them from the analysis, but no participant exceeded this
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number. The percentage of incorrect trials was 1.8%, and were excluded from
the analysis. Afterward, I also excluded the trials with extreme RTs per partic-
ipant (greater than the upper quartile plus three times the interquartile range
or less than the lower quartile minus three times the interquartile range). RT
data were analyzed using Generalized Linear Mixed Models (GLMM). After
exploring the RTs, I assumed an inverse Gaussian distribution with an identity
link, which is effective for analyzing RT data. The model was built through
forward selection and from the simplest model, with an intercept and random
intercept for participants. All models were estimated through Maximum Like-
lihood and –2 log likelihood as the goodness-of-fit method. I used Chi-squared
tests to compare the fit of the models. The random variance-covariance matrix
of the final model was unstructured.

The results for the fixed factors in the final model can be seen in Table 4.5.
Neither frontality, SOA, nor any other interaction improved the model fit sig-
nificantly when added. Crucially, the effects of congruence and congruence ×
SOA were not significantly moderated by frontality. The congruence × SOA
interaction was broken by building three models (one per SOA, see Table 4.6).
These revealed a significant main effect of congruence for each SOA, although
this was larger with 500 ms as compared to the other SOAs. The effects re-
mained when correcting for multiple comparisons (Holm-Bonferroni method).

In sum, the was a GCE both in the frontal and backward conditions that
was robust at all SOAs. To facilitate comparisons with previous research using
ANOVA techniques, the means of the aggregated mean RT per person and
variable can be seen in Fig. 4.4.

Table 4.5: Slopes of the fixed effects for the final GLMM in paper III [97].

RT ∼ congruence+ Cong : SOA+ 1|Letter+ Cong|ID

Fixed effects b St. Error t-value p-value

Intercept 552.1 7.1 78 0
Cong.(yes) -5.78 1.92 -3 0
Cong.(no):SOA500vs.340 -6.1 1.57 -3.85 0
Cong.(yes):SOA500vs.340 -8.65 1.55 -5.6 0
Cong.(n):SOA1000vs.340 -8.25 1.58 -5.23 0
Cong.(y):SOA1000vs.340 -8.26 1.54 -5.34 0

4.3.2 Summary of the discussion

The objective of this study was to examine the automatic influence of robotic
gaze on attention and explore the role of motion in this phenomenon. The find-
ings indicate that participants exhibited faster RTs when the targets appeared
at locations that aligned with the direction of the robotic gaze, compared to
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Table 4.6: Slopes of the fixed effects by SOA in paper III [97].

SOA=340 RT ∼ congruence+ 1|Letter+ congruence|ID

Fixed effects b St. Error t-value p-value

Intercept 551.4 17.28 32 <.001
Cong.(yes) -5.19 2.6 -1.95 .05

SOA=500 RT ∼ congruence+ 1|Letter+ congruence|ID

Fixed effects b St. Error t-value p-value

Intercept 541.27 9.37 57.8 <.001
Cong.(yes) -9.15 3.1 -3 .003

SOA=1000 RT ∼ congruence+ 1|Letter+ congruence|ID

Fixed effects b St. Error t-value p-value

Intercept 542.28 9.8 55.28 <.001
Cong.(yes) -5.47 2.29 -2.37 .018

incongruent locations. This effect was observed in both frontal and backward
conditions, particularly when there was a 500 ms interval between the cue and
letter onset (500 ms SOA). These results suggest that participants inferred the
gaze direction based on their understanding of the robot as a gazing agent,
primarily relying on its head orientation. If the direction of the motion played
an early role in guiding attention toward the gaze direction, one would expect
delayed RTs as participants mentally reversed the movement direction to deter-
mine the gaze direction. However, this was not observed in the study. It would
also have been an ineffective strategy in this context, where the gaze direction
was not predictive.

The interplay between eyes, head, and body orientation in human gaze di-
rection has been extensively studied [78]. It has been proposed that the head
orientation of a cue may serve as the initial reference point from which the
observer’s attention is directed. For instance, when the head is averted, but the
eyes align with it, no GCEs would be expected, as this information may be in-
terpreted as unrelated to the observer [61, 82]. However, the existing evidence
on this matter is inconclusive [77, 107]. In this experiment, NAO was able to
direct attention solely through head movement, contradicting previous findings.
It is possible that when the head orientation and eye direction of a human are
aligned, we do not perceive this as a natural or purposeful behavior. However,
in the case of a robot lacking eye movement, such head movement can still be
interpreted as a signaling behavior. Additionally, the video shown to partici-
pants featured NAO convincingly following a target with its gaze, potentially
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Figure 4.4: Paper III [97]. Means of the aggregated mean RT per person and
variable (ms). The error bars show bootstrapped CIs (95%, b=1000).

prompting the early adoption of the intentional stance (IS)[38, 39] during the
experiment.

The study has three main limitations. Firstly, the absence of eye movement
in NAO limits our understanding of how different types of robots or virtual
agents may impact attentional cues. Secondly, while the adoption of the IS of-
fers a plausible explanation, further research is necessary to explicitly exam-
ine its role. Lastly, additional research is required to apply this foundational
knowledge to real-world human-robot interactions (HRIs) involving physically
embodied robots. To address these limitations, paper V [101] focused on ex-
ploring the role of mentalizing using a physically embodied NAO robot.

4.4 Paper IV

The study in this paper [98] was designed to answer the following RQs:

Can robots with no eye-movement capabilities elicit gaze cueing effects?
(RQ2)

Are differences between older and younger adults in robotic gaze-following
related to attention to the robot’s eyes? (RQ4)

To this end, I modified the experiment in paper III [97]. First, I only used
the robot in the backward condition to explore gaze following in older adults
when the eyes were not visible. Second, I added a neutral condition without
movement as a new level of the congruence variable. Finally, I used two SOAs
instead of three, 340 ms and 1000 ms. The final sample (41) was composed of
older adults (OA; ⩾60) and younger adults (YA; 18-40 years old).
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4.4.1 Results

Three participants were excluded from the analyses due to their significantly
higher number of errors compared to the rest of the sample (greater than the
upper quartile plus one and a half times the interquartile range). Among the
remaining participants, the overall proportion of errors, encompassing early,
incorrect, and missing responses, amounted to 3.2% of the total. These trials
were eliminated for the analysis. Additionally, correct trials with exceptionally
slow or fast RT (greater than the upper quartile plus three times the interquar-
tile range or less than the lower quartile minus three times the interquartile
range) per participant, accounting for 0.84% of the total, were also excluded
from the RT analyses.

Given the design complexity of this experiment, I decided to use standard
mixed ANOVA tests and not GLMMs. Robust mixed ANOVAs and log-transformed
mixed ANOVAs were also used, but I chose to report only the mixed ANOVAs
given the similar results between the three types of tests. This was done so I
could directly compare our results with previous research and stick to the stan-
dard statistical reports in most research (there is no standardized way to report
Robust mixed ANOVAs, as they are rare). I used the mean RT of the trials
within each combination of the variable levels for the analyses.

A mixed ANOVA on RT with age group (2), SOA (2), and gaze congruence
(3) as factors revealed significant main effects of age, F(1, 39) = 32.72,p <
.001,η2

p = .45, SOA, F(1, 39) = 20.4,p < .001,η2
p = .34, and congruence,

F(2, 78) = 52.73,p < .0001,η2
p = .57. There was also a significant two-way

interaction between SOA and gaze congruence, F(2, 78) = 4.9,p = .01,η2
p =

.11 that was further moderated by age as shown by a significant three-way
interaction, F(2, 78) = 3.33,p = .04,η2

p = .07.
In older adults, there were main effects of SOA, F(1, 20) = 9, 94,p =

.005,η2
p = .33, and congruence, F(2, 40) = 31.1,p < .001,η2

p = .6. The
interaction between gaze congruence and SOA reached statistical significance,
F(2, 40) = 6.9,adj.p = .006,η2

p = .026. Further analyses per SOA revealed a
gaze congruence effect at the 340-ms SOA, F(2, 40) = 6.97,p = .003,η2

p = .26,
and at the 1000-ms SOA, F(2, 40) = 39.9,p < .001,η2

p = .66. In young adults,
there were main effects of SOA, F(1, 19) = 6.7,p = .004,η2

p = .36, and con-
gruence, F(2, 28) = 22.9,p < .001,η2

p = .55, but the interaction between them
did not reach significance, F(2, 38) = 0.12,p = .88.

Internal structure of the congruence effect

I explored further the congruence effect by comparing RTs on congruent and
incongruent gazing trials (i.e., GCE) and by separately comparing RTs on con-
gruent and incongruent gazing trials with responses on neutral trials (i.e., facili-
tation and incongruence effect, respectively). Because difference scores in RT as
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a result of aging increase with overall RT [150, 146], I calculated these effects
as proportional differences, as in papers I and II:

(RTIncong. − RTCong.)× 100/RTCong. (1)

(RTNeutral − RTCong.)× 100/RTCong. (2)

(RTIncong. − RTNeutral)× 100/RTNeutral (3)

The three different effect scores were subjected to separate mixed ANOVAs
with age group (2) and SOA (2) as factors, followed by one-sample t-tests com-
paring the effects per age group and/or SOA with 0 % (i.e., no difference in
responses). These results are summarized in Fig. 4.5.

The gaze cueing effect The ANOVA did not reveal main or interaction ef-
fects. The overall GCE (across SOAs and age groups) did significantly differ
from 0, t(81) = 5.82,p < .001,d = .64, showing that participants were on
average 2.85% slower on incongruent trials than on congruent trials. The GCE
was significant at each SOA in each age group.

Figure 4.5: Paper IV [98].Gaze cueing, facilitation, and incongruence effects
for each SOA and age group. The error bars show bootstrapped CIs (95%,
b=1000).
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The facilitation effect The ANOVA revealed a significant SOA effect, F(1, 39) =
9.13,p = .004,η2

p = .19, that was moderated by age group, F(1, 39) = 4.26,p =

.046,η2
p = .09. There was no main effect of age. Older adults were faster

on congruent trials than neutral trials, especially with 1000-ms. Indeed, they
showed a stronger facilitation effect with 1000-ms SOA (M = 6.55% ± 2.69)
than with 340-ms SOA (M = 2.86% ± 4.66), t(20) = −3.66,p = .002,d =
−.79. Young adults were 4.7% faster on congruent trials than on neutral trials,
independent of SOA. For each SOA, the age difference did not reach statistical
significance (Overall 340-ms SOA: M = 3.86%± 4.19; Overall 1000-ms SOA:
M = 6.08% ± 3.74). The facilitation effect was significant at each SOA and
age group combination.

The incongruence effect The ANOVA revealed a significant SOA effect, F(1, 39) =
4.99,p = .031,η2

p = .11, that was moderated by age group, although the in-
teraction was only marginally significant, F(1, 39) = 3.84,p = .057,η2

p = .09.
There were no main effects of age. Older adults were slower on neutral tri-
als than incongruent trials, only at the 1000-ms SOA. Indeed, they showed a
reversed incongruence effect with 1000-ms SOA (M = −3.1% ± 4.57) and
no incongruence effect with 340-ms SOA (M = 0.57% ± 4.24), t(20) =
3.23,p = .004,d = .7. Young adults were 1.95% faster on incongruent trials
than neutral trials (raw value is -1.95%), independent of SOA (340-ms SOA:
M = −2.55% ± 3.82; 1000-ms SOA: M = −2.78% ± 3.92). There was a
significant age-difference at the 340-ms SOA (OA: M = 4.91% ± 3.43; YA:
M = 5.6% ± 4.62), t(38.9) = 2.48,p = .017,d = 0.77, but not at 1000-
ms SOA. The reversed incongruence effect was significant at 1000-ms in older
adults and both SOAs in young adults but not at 340-ms SOA in older adults.

In sum, these results showed no age-related differences in the GCE when the
facial cues of a robot are not shown. However, when the congruent and in-
congruent trials were compared with a static neutral condition, older adults
benefited less (or did not benefit) from the dynamic cues at the 340-ms SOA
compared to the younger group. At the longer SOA of 1000 ms both groups
benefited from these.

4.4.2 Summary of the discussion

The findings of this study build upon those of paper III [97] by demonstrating
that GCEs can take place even when the robotic eyes are not visible. Notably,
this social cue can elicit similar GCEs in older adults and young adults when the
eyes of the robot are not visible. This finding aligns with the idea that the age-
related decline in gaze following is related to a decline in visual allocation to the
eye region, as discussed in section 2.4. The GCEs observed in the various age
groups were not influenced by the duration of the stimulus onset asynchrony
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(SOA), whether short or long. These results suggest that the gaze cueing phe-
nomenon in older adults is not affected by age-related slowed processing, as
suggested by McKay et al. [89].

Upon closer examination of the cueing effects, it was observed that both age
groups exhibited quicker responses on trials with congruent gazing cues than
on neutral trials (static and lacking directional gaze). However, older adults es-
pecially did so with the longer SOA. Unexpectedly, participants exhibited faster
RTs on incongruent trials compared to neutral trials rather than the anticipated
opposite pattern. However, this inverse incongruence effect did not reach sta-
tistical significance among older adults in the short SOA. One plausible ex-
planation for the faster responses on incongruent gazing trials as opposed to
the expected pattern could be attributed to anticipation effects triggered by the
movement of the dynamic gazing cues (also present in the congruent trials). As
the target letters consistently followed the completion of the head movement,
participants could anticipate the target’s onset based on the motion informa-
tion and prepare to respond during gazing trials. In contrast, this additional
information was absent when the robot head remained static during the neu-
tral condition. This led to quicker responses on gazing trials –congruent and
incongruent– than neutral trials. Future studies should incorporate dynamic
cues for the neutral condition to further investigate this phenomenon.

The diminished facilitation effects and the absence of incongruence effects
observed in older adults only with short SOAs align with the notion that age-
related differences in gaze following may be associated with a general cognitive
slowing that occurs with aging [160, 89]. In the long SOA, the results between
older and younger adults displayed similar patterns across all effects. However,
another plausible explanation for this observation relates to the distribution of
gazing trials in the experimental design. Although the task was non-predictive
regarding the location being gazed at, it was predictable in that most trials in-
volved gazing cues (dynamic trials). The anticipated anticipation effects would
require strategic processing, which is also known to be diminished in older
adults [32].

There are some limitations to consider in this research. While I incorporated
real-world elements by utilizing a video clip of a genuine robot as a dynamic
cue, HRIs typically occur within shared physical environments involving em-
bodied robots. In paper V [101], I introduced an interaction with a robot in-
stead of using video. An important direction for future research would be to ex-
pand upon the insights gained from well-controlled behavioral experiments in-
volving on-screen robotic gaze cues and apply them to studying complex social
interactions between humans and robots in shared spaces. It should be noted
that the current results may be specific to the humanoid NAO robot, without
moving eyes. Caution is advised when generalizing these findings to other types
of robots or comparing studies employing human cues. Nevertheless, employ-
ing social robots with identifiable facial features, especially when accompanied
by dynamic cues, offers a more realistic stimulus than the static stimuli often



58 CHAPTER 4. RESULTS AND DISCUSSION

employed in gaze cueing studies. Furthermore, it is worth noting that gaze fol-
lowing tendencies may vary depending on task requirements [24], also between
older and younger adults [45]. Additionally, to gain a deeper understanding
of age-related disparities in robotic gaze following, alternative approaches are
needed, such as incorporating questionnaires (as in papers I and II) or utilizing
eye-tracking techniques to investigate overt attention [74]. I strongly advocate
for a collaborative approach combining research on human-human interactions
and HRIs, encompassing diverse parameters, methodologies, and tasks. This
approach will allow us to continuously enhance our fundamental knowledge
of social attention.

4.5 Paper V

The study in this paper [101] was designed to answer the following RQs:

Can robots with no eye-movement capabilities elicit gaze cueing effects? (RQ2)

Does robotic gaze-following depend on the attribution of mental states to the
robot? (RQ5)

I created a face-to-face gaze following task in which a NAO robot. This
study was similar to that in paper III [97] in that RT was the only dependent
variable, and the sample was not divided based on age criteria (46 participants).
To explore if the mental state attribution played a role in gaze following, I intro-
duced one condition in which the robot’s perceived line of sight was occluded,
so it appeared unable to see the target letters. If the mental state attribution
plays a role in gaze following, the GCE would be expected to diminish when
the robot ‘cannot see’ the target. Furthermore, this would imply that partici-
pants adopted the IS, even if they were informed that the gaze of the robot was
not predictive of the location where the target would appear.

4.5.1 Results

Two participants exhibited an extreme number of errors (19% and 45% of the
trials; greater than the upper quartile plus one and a half times the interquartile
range) and were therefore excluded from the analysis. I excluded the remaining
incorrect trials (3.3%) from the analysis. Additionally, I removed trials with
extreme RT outliers for each participant (greater than the upper quartile plus
three times the interquartile range or less than the lower quartile minus three
times the interquartile range or less). These data were analyzed using GLMMs.
After exploring the RTs, I assumed an inverse Gaussian distribution with an
identity link, which is effective for analyzing RT data. The model was built
through forward selection, starting from the simplest model, with an intercept
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and random intercept for participants. All models were estimated using Max-
imum Likelihood and –2 log likelihood as the goodness-of-fit method. Chi-
squared tests were used to compare the fit of the models.

The fixed variables of interest in our experiment were gaze-target congru-
ence, occlusion, and the interaction between them. These were added to the
model in this order. Gaze-target congruence improved the model fit significantly
when added, χ2(1) = 79.36,p < .001, but occlusion did not significantly
improve the model in which gaze-target congruence was included, χ2(1) =
0.26,p = .6. Finally, adding the interaction between gaze-target congruence
and occlusion significantly improved the model fit, χ2(2) = 7.48,p = .02. Ta-
ble 4.7 shows the final model and its coefficients. Fig. 4.6 shows a violin plot
with the distributions of the variables of interest. A graph with the means of
the aggregated mean RT per variable and participant can be seen in Fig. 4.7 for
comparison purposes with previous research using ANOVA techniques.

Table 4.7: Slopes of the fixed effects for the final GLMM in paper V [101].

RT ∼ Congruence+ Congruence : Occlusion+ 1|Letter+ 1|ID

Fixed effects b St. Error t-value p-value

Intercept 621.54 8.95 69.4 < .001
Congruence (No) 17.65 2.1 8.43 < .001 *
Congruence (Yes):Occluded (Yes) 4.66 2.05 2.26 .02
Congruence (No):Occluded (Yes) -3.51 2.15 -1.63 .1

* One-tailed (original also < .001)

To explore the gaze-target congruence × occlusion interaction, I built two
more GLMMs separated by occlusion condition (baseline and occluded; See
Table 4.8). The analyses showed a significant main effect of gaze-target con-
gruence of robotic eye gaze and target location on RT for each condition.
However, this effect seemed larger in the baseline condition. The main effect
of congruence remained significant in both models when correcting for multi-
ple comparisons (Holm-Bonferroni method).

The difference in magnitude between the GCEs in both conditions was
calculated as the differences of the aggregated mean values of incongruent
and congruent trials per participant and occlusion group. The results of a
Wilcoxon signed-rank test showed that the GCE was significantly higher in
the baseline condition (Median = 13ms) compared to the occluded condition
(Median = 9ms), V = 739, p = .03, r = 0.32, bootstrapped within-subjects
CI (95%, b=1000) [0.9, 19.92].
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Figure 4.6: Paper V [101]. Boxplot and distributions of the raw reaction time
at each level of the variables. The ‘×’ marks the mean.

4.5.2 Summary of the discussion

The present study adds to the expanding body of research indicating that robot
behavior is perceived as mindful and social [28, 42]. Our findings demonstrated
overall GCEs; however, the effect was notably diminished in the occluded con-
dition compared to the baseline condition. These results imply that the atten-
tional orienting response to robotic gaze cues is contingent upon perceiving the
anthropomorphic robot as visually aware of the reference object, highlighting
the attribution of mental states to the robot.

Table 4.8: Slopes of the fixed effects by occlusion in paper V [101].

Occluded=No (Baseline) RT ∼ Congruence+ 1|Letter+ 1|ID

Fixed effects b St. Error t-value p-value

Intercept 621.22 13.67 45.44 < .001
Cong. (No) 17.42 2.08 8.37 < .001

Occluded=Yes RT ∼ Congruence+ 1|Letter+ 1|ID

Fixed effects b St. Error t-value p-value

Intercept 624.43 11.37 54.9 < .001
Cong. (No) 8.9 2.1 4.2 < .001
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Figure 4.7: Paper V [101]. Mean of the aggregated mean reaction time per
participant at each level of the variables. The error bars show bootstrapped CIs
(95%, b=1000).

Our discovery that the GCE was diminished in the occluded condition com-
pared to the baseline conditions is consistent with the schema theory of gaze
cueing presented in section 2.3.2 [29]. Firstly, the GCE observed in the baseline
conditions can be attributed to the activation of a joint attention schema based
on past experiences. In contrast, the reduced GCE observed in the experimen-
tal condition can be interpreted as a top-down modulation influenced by the
context, specifically whether the robot can or cannot ‘see’ the target. Secondly,
I employed a NAO robot whose gaze direction is conveyed solely through head
movement. Although this approach effectively induced consistent cueing effects
(similar to papers III and IV), the rigidity of the robot’s gaze may introduce
ambiguity for the viewer. According to the schema theory of gaze cueing, the
attribution of mental states would play a more significant role in attenuating
the GCE when the gaze cues are more ambiguous, such as when the gaze di-
rection is determined by head orientation rather than eye movement, as in our
experimental setup. Future investigations could explore the impact of mental
state attribution on gaze following with other robotic agents, particularly those
capable of eye movement.

Certain limitations should be acknowledged when interpreting the current
findings. Firstly, the sample used exhibited a bias towards individuals with a
high level of familiarity with NAO robots and prior experience with HRI ex-
periments (see Table 3.2). It has been suggested that individuals with technical
backgrounds and exposure to social robots are more likely to adopt an IS to-
wards humanoid robots [128]. While our primary objective was to investigate
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the role of mental state attribution in robotic gaze following, which is assumed
to require some degree of adoption of the IS, future studies should replicate
these findings in samples with diverse predispositions towards IS adoption to
establish a stronger connection between this and the Theory of Mind in gaze
following. Additionally, it would be necessary for future research to address in-
dividual differences in mentalizing abilities among different population groups
[8], e.g., individuals with autism spectrum disorders [162]. Considering the in-
tricate nature of this research landscape, further investigation is necessary to
delve into social cognition using diverse models of social robots across a range
of populations.



Chapter 5
Summary and Conclusions

Figures pass so quickly that I realize
My eyes know very well
It’s impossible to see
Who I’m waiting for in my raincoat

–‘Feel you’, Julia Holter

This chapter closes this compilation thesis by summarizing the work con-
tained in it. In contrast to chapter 4, this chapter aims to provide focused an-
swers to the research questions introduced in the first chapter in the form of a
summary of contributions (section 5.1). The chapter follows with sections pre-
senting this work’s societal and ethical considerations (section 5.2), limitations
– and future research directions – (section 5.3), and conclusions (section 5.4).

5.1 Summary of contributions

5.1.1 Research question 1

Is there a reduction in robotic gaze-following in older as compared to younger
adults? To the very best of my knowledge, no research in human-robot inter-
action (HRI) addressed the age-related decline in gaze following before papers I
[100] and II [99] were published. Why is this relevant? One of the main advan-
tages of social robots is their potential to communicate with humans through
verbal and non-verbal cues. Older adults are often the target population in the
literature on social robotics. Still, this fundamental aspect of the decline of gaze
following as we age have been overlooked. Robots can and will address the
different needs of an aging population. However, focusing on this more fun-
damental question can give us a more in-depth knowledge of human cognition
that may ultimately translate into more optimized social robot communication.

63
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The answer to this question is that there is a decline in robotic gaze follow-
ing by older adults, although the evidence between paper I [100] and II [99] is
mixed. Both articles were based on the same study, in which participants had to
click on an ingredient to make a sandwich following instructions from a robot.
In some cases, these were accompanied by referential gaze behavior, in which
the robot also looked at the corresponding ingredient.

The sample under 65 in paper I [100] was too broad, and its size was still
less than that of the older adult group, who showed less dispersion in their ages.
I only realized that this age division could have been better after the behavioral
analyses, which did not align with my expectations and showed no differences
in reaction and task completion times (RTs and TCTs) between these groups.
Other data from the study pointed in the opposite direction: social perception
scores varied less as a result of the gazing behavior in the older adult group, and
this group was also predominant in a subsample who reported not having seen
differences between the robot showing referential gaze and the one that only
faced participants. Given this main limitation in how the ages were divided,
more data was collected to ultimately obtain three groups of age that were
more or less balanced (paper II [99]). On this occasion, there were significant
differences between the age groups, both in RTs –aiming to reflect internal
cognitive processes– and TCTs –aiming to reflect task performance as a whole.
These were more accentuated between those in the younger group (18-44) and
those in the older, emphasizing that the age division in paper I [100] was sub-
optimal. The results showing that the perception of anthropomorphism varied
less in the older group due to the robot’s gaze behavior than in the younger
group remained, strengthening the idea that the decline in gaze following is
linked with a decline in social cognition.

The answer to this research question contributes to the theoretical under-
standing of gaze perception in artificial agents, pointing out that the facilitation
role of robotic gaze is weaker in older adults. This finding aligns with social
cognition and attention research and reflects that robots are perceived similarly
to humans. Furthermore, the result might not only have implications for the
design of robot behavior and appearance but also suggests that even when the
representation of their behaviors is limited, as in the case of a robot that can
move its head but not its eyes, these can effectively represent gaze behavior.

5.1.2 Research question 2

Can robots with no eye-movement capabilities elicit gaze cueing effects? While
the answer to the previous research question implies that we follow the gaze of
robots (despite a decline in aging) even when not featuring eye movement, RQ2
emphasizes gaze following as an automatic or ‘irresistible’ phenomenon, as it
occurs when following human gaze. To answer it, I used gaze cueing tasks in
papers III [97], IV [98], and V [101]. In these, a target appeared at the side of a
NAO robot (also without eye movement) that previously gazed in that direction



5.1. SUMMARY OF CONTRIBUTIONS 65

(congruent) or the opposite (incongruent). The gaze cueing effect (GCE) refers
to the phenomenon in which participants are faster to congruent trials than in-
congruent trials, even when informed that the agent’s gaze will not predict the
target location. This question explores other aspects of robotic gaze concerning
what we know about gaze following in more traditional attention and social
cognition research. The previous study was not designed to answer RQ2, but
RQ1, as following the robot’s gaze was simply the most optimal strategy and
could not be assumed to occur automatically.

The answer to RQ2 is the most rotund and categorical of this thesis: yes.
The GCE appeared clearly and consistently over the three papers. Furthermore,
it appeared both in video settings (papers III and IV) and in a real scenario (pa-
per V [101]), and even when the eyes of the robots were not visible to partici-
pants (automatic gaze cueing only through head orientation in paper III [97]).
This GCE also survived using two different statistical methodologies, general-
ized linear mixed modeling (papers III [97] and IV [98]) and mixed analyses of
variance (paper IV [98]). The GCE was also present up to a second until the
target appeared (papers III [97] and IV [98]), indicating its robustness. These
findings take the theoretical implications from the previous paper that robots
are perceived similarly to humans and expand them by showing that the robot
gaze is also irresistible, similar to the human gaze, even if not featuring eye
movement. The most direct implication of these findings in paper III [97] was
in the following paper. Paper IV [98] focused more on using the robot as a
methodological tool to study a cognitive theory about the decline in gaze fol-
lowing in older adults rather than on the possible HRI outcomes of using social
robots for older adults (RQ4).

5.1.3 Research question 3

Do non-social cues, like motion perception, drive robotic gaze-following? The
decline in gaze following by the older adults shown in paper II [99] is based on
research showing that this decline is exclusive to social stimuli and not to ar-
rows, for example [146]. This was the basis to suggest that robots are perceived
as social agents, but other non-social cues that can guide attention worth ex-
ploring, like motion cues. Paper III [97] featured a gaze cueing task with a NAO
robot, but it also featured a condition in which the NAO was presented facing
away from the participant. A head movement to opposite directions between
frontal and backward conditions featured the same visual rotation from the
eyes of an observer – see Fig 3.5(b) and 3.5(a) in chapter 3.

The results showed GCEs in both conditions, indicating that gaze is fol-
lowed automatically even in conditions where the rotation is opposed to when
the robot faces participants and has visible eyes. In plain terms and directly ad-
dressing RQ3, the inferred gaze direction of a robot, not its motion, drives gaze
following. The design of this study also points to another interesting sugges-
tion: that there is at least some degree of ‘perspective-taking’ in interpreting the
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behavior of robots, indicating that they might be perceived as mindful agents.
This idea is further explored in paper V [101], which addresses RQ5. Similarly
to the answers to RQ1 and RQ2, the answer to RQ3 reinforces the idea that
robotic agents are effectively perceived as similar to humans.

5.1.4 Research question 4

Are differences between older and younger adults in robotic gaze-following
related to attention to the robot’s eyes? The focus of this research question is
mainly on using the robot to explore the age-decline in gaze following rather
than informing how robots are perceived. This question is associated with the
work in paper IV [98], and uses the social robot as the stimuli based on the idea
that its gaze is perceived as similar to humans’ as concluded from the previous
research questions and papers. By recruiting older adults to do a gaze cueing
task in which the robot was facing away (same videos as in paper III [97]),
I explored a theory linking the age-related decline in social cognition with a
decline in attentional allocation to the eye region. This experiment included a
neutral condition that permitted the exploration of the internal dynamics of the
GCE. In addition, it featured two different stimulus onset asynchronies (SOAs)
to explore a hypothesis further linking the decline in gaze following with overall
slower processing times. If that were true, it would imply that older adults need
longer times to process the stimuli.

The answer to RQ4 is yes, probably. The work in this thesis is limited, and
more work is needed to provide further evidence. However, the confirmation
that there were no differences between older and younger adults when the robot
is facing away suggests so. A frontal condition could have been included as a
control condition, as in paper III [97], to provide more substantial evidence that
the visibility of the eyes plays a role in the age-related decline in gaze follow-
ing. However, the experimental design was already complex enough, including
two age groups, a neutral condition for congruence, and different SOAs. The
addition of the neutral condition showed that motion cues (either congruent or
incongruent) helped participants anticipate the appearance of the targets but
that older adults only benefited from these at long SOAs. This finding provided
evidence of slowed processing in older adults for these motion cues. However,
it probably accounted for a decline in strategic processing, as described in the
aging literature, i.e., incongruent and congruent trials were more prevalent than
neutral conditions, so anticipating the benefit provided by motion was a strate-
gic decision from which older adults needed more time to benefit.

5.1.5 Research question 5

Does robotic gaze-following depend on the attribution of mental states to the
robot? This research question takes over the results from paper III [97] (not
RQ3 directly) and further explores them. Contrary to RQ4, the answer to this
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question is very balanced in its contribution, as it directly addresses current
research in gaze following in social cognition and links it with a parallel line
of research in HRI. Although the papers in HRI are also concerned with social
cognition, the methodologies and terminologies are slightly different from other
research not concerned with using robots. While the former focuses on the
perception of robots as mindful or intentional agents, the latter focuses on the
influence of particular mental states on gaze following in a specific moment.
Why is this interesting? Because it links the idea of gaze following with its social
relevance. Suppose we automatically follow the gaze of others only when this
is linked with their possible intentions. In that case, gaze following is a reliable
reflection of social cognition. Paper V [101] explores this by using a NAO
robot in a real scenario during a gaze cueing task. I introduced a manipulation
by which the robot was perceived as unable to see the targets to explore the
influence of the mental state attribution, the idea that the robot could or could
not see, on gaze following.

The answer to RQ5 is yes, at least in the specific contexts where a robot
‘can’ or ‘cannot see’ the targets. The GCE was significantly reduced when
the robot was perceived as incapable of seeing the target letters in paper V
[101]. Research in HRI has placed the focus of the discussion of mentalizing
on the robot being perceived as an intentional agent in general rather than on
perspective-taking at certain moments, such as in this paper. With the manip-
ulation in paper V [101], it is implied that for the effect to be reduced in such
circumstances, there has to be at least some degree of perception of the robot
as an intentional agent. Similarly to RQ4 and paper IV [98], these results could
also be explained under the light of current theories in social cognition that are
not necessarily part of HRI research, emphasizing the usefulness of robots as
tools to explore human cognition in controlled real scenarios.

5.1.6 Other contributions

A significant contribution emerged throughout this thesis due to the various
methods used to answer the previous questions. Primarily due to the natural
course of the thesis, the experiments have been performed in online vs. phys-
ical settings, with gaze cueing vs. visual search tasks, with videos of a robot
vs. a real robot, and with two different robots: Pepper vs. NAO. Similarly, dif-
ferent statistical analyses were used due to a continuous learning process that
broadened the set of tools to choose from to answer the different research ques-
tions. Crucially, the results did not differ overall between the settings and the
statistical analyses, especially concerning the idea that gaze was significantly
followed faster than a control condition in all the studies. Overall, introducing
varied paradigms and settings from different research fields enhances the idea
that social cognition is flexible and extends to robotic agents.

In addition, this thesis contributes to the HRI field by aiming for the high-
est standards of research reproducibility, inspired by the field of experimental
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psychology and traditions in hypothesis-driven research, e.g., the samples in
the experiments were chosen through power analyses to ensure they were suf-
ficient. In addition, papers III and V were preregistered at the Open Science
Framework (OSF)1, meaning that the methods and hypotheses were registered
there before the data was analyzed to prevent potential p-hacking of the re-
sults. The data were made anonymous and are available for other researchers
interested in exploring it.

5.2 Societal and ethical considerations

The work presented in this thesis addressed some fundamental research ques-
tions linking HRI and cognitive psychology research. Contrary to some re-
search in HRI, this dissertation was not concerned with testing the use of robots
and their applications to everyday life. Nonetheless, the discussed work has the
potential to impact society in three ways indirectly. First, it presents research in
HRI that accounts for the previous theory in the field of cognition and aims to
link them. In doing so, this work – among those of all the researchers follow-
ing this path who came before – fosters a way of doing research that is open
to interdisciplinary collaborations while being theoretically grounded. Second,
the thesis showed that because robots are perceived as social entities, the so-
cial cognition declines in normal or clinical populations should be accounted
for when designing robots. Finally, this work supports using robots as tools to
keep studying social cognition in humans, in contrast to static stimuli. In face-
to-face scenarios, robots can provide higher controlled and precise settings at
the millisecond level that might not be easy to achieve by a human actor.

The primary ethical consideration in this thesis is related to the use of the
data and obtaining consent from participants. Ethical approval by the Swedish
Ethical Review Authority (Etikprövningsmyndigheten) was obtained early in
the project, following the tradition of research with humans in the psychology
department at Örebro University. However, no sensitive data was collected in
any of the included studies. There are no evident ethical issues at the societal
level arising from the work contained in the thesis. However, I want to advocate
for HRI research with older adults that consider them as a heterogeneous pop-
ulation with different needs and interests, with clinical cognitive impairments
or healthy, and that goes beyond the stereotypes that older adults sometimes
face in HRI research, where the ‘H’ could as well be written at the end of the
acronym and in a lowercase letter.

5.3 Limitations and future work

Some limitations in this thesis are worth noticing. First, this research’s approach
to gaze following has evolved from a relatively open and exploratory study

1https://osf.io/

https://osf.io/
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collecting multiple data toward more limited and controlled scenarios. This
evolution was an intentional decision rooted in the design of highly controlled
settings to compare the outcomes of this work with those in cognitive psy-
chology. Nonetheless, future research should consider advancing toward more
open environments while finding ways to isolate those variables of interest and
to keep informing causality and theory-driven research in HRI.

Second, and related to the previous, this research has focused mainly on
behavioral measures and placed self-reported data in the second position. The
questionnaires used in papers I and II, designed for natural or more sponta-
neous interactions with robots, were not deemed valid for the more repetitive
and controlled experiments performed in papers III to V. Nonetheless, future
studies might consider using other behavioral measures that go beyond reaction
time and accuracy and which are not at odds with more controlled research,
such as neurological and physiological measures or eye tracking. This approach
will keep informing the cognitive processes driving the interactions between hu-
mans and robots.

Third, (quasi-)experimental research was chosen as the primary research
method in this thesis. Nonetheless, although it can be very informative, it is not
necessarily the best choice when age is introduced as a variable. When two (or
more) age groups show different results, it cannot be inferred that biological
age was the factor driving that difference: it can also be years of education, for
example. This approach can still inform results better than not having a control
group. However, longitudinal studies would be the ideal approach. As social
robots establish in society, longitudinal research addressing HRIs in the mid
and long-term will be required to explore the effect of aging in the interaction
and other factors difficult to account for in experimental research, such as the
novelty effect.

Other remaining limitations are inherent to the specific papers produced in
the thesis and have been described in the discussion sections of chapter 4. These
have typically been addressed throughout the evolution thesis when possible
(e.g., RQ3 resulted from a limitation in papers I and II). Beyond the previous
limitations, there are exciting avenues for research worth exploring in future
work. One of them is using social robots as therapy assistants in clinical pop-
ulations with impaired social cognition, such as children with autism. Social
robots might also play a role in understanding clinical declines associated with
aging, such as dementia. The use of robots in clinical populations is a promising
line of work with the potential to expand the theoretical knowledge of human
cognition while applying social robotics to improve the life of humans. Other
intriguing research areas involve exploring further declines in social cognition
in normal aging, such as the case of emotion recognition, with social robots
capable of facial expression to increase our understanding of human cognition.
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5.4 Conclusions

This thesis explored social cognition in varied scenarios with a social robot
through gaze following tasks. While the presented studies are broad in their
specific aims, methods, or sample characteristics, the main conclusion of this
dissertation is that humanoid social robots are effectively perceived as social
agents, with the implications that this may have. On the one hand, it supports
using social robots for experimental behavioral research to explore social cog-
nition. On the other, it also implies that the theoretical models and findings
from more classic cognitive psychology research should be considered when
designing social robots and the models of behavior embedded in them.

The development of some minimal common frameworks and methodolo-
gies is urgent to advance our knowledge about robots in relation to humans (or
humans in relation to robots) and facilitate collaborations among those from
very different disciplines interested in the vast field of HRI. Beyond the limita-
tions discussed, the future warrants exciting collaborations between cognitive
psychology, robotics, and AI. The established knowledge in one field can be-
come the glue over which a research gap is filled in the other. The work in this
thesis successfully included elements of cognitive psychology and HRI tradi-
tions by using social cognition theories to understand our relations with robots
and using robots as valuable tools to explore social cognition.
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Introduction. Cambridge University Press, 2020.
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