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A critical challenge in the field of robotics is enabling robots to acquire and refine skills efficiently, allowing them to adapt and excel in diverse environments. This thesis investigates the questions of how to acquire robot skills through prior-conditioned machine learning and adapt these learned skills to novel environments safely and efficiently. The thesis leverages the synergy between Reinforcement Learning (RL) and prior knowledge to facilitate skill acquisition in robots. It integrates existing task constraints, domain knowledge and contextual information into the learning process to benefit the acquisition of new skills. The core idea behind our method is to exploit structured priors derived from both expert demonstrations and domain-specific information which guide the RL process to effectively explore and exploit the state-action space. This thesis specifically focuses on ensuring safe interactions, training the policy on the robot directly, generalizing across tasks and environments, and facilitating skill transfer across different robots.