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Abstract 
 
Hans Högberg (2010): Some properties of measures of disagreement and 
disorder in paired ordinal data. Örebro Studies in Statistics 4, 38 pp. 
 
The measures studied in this thesis were a measure of disorder, D, and a 
measure of the individual part of the disagreement, the measure of relative 
rank variance, RV, proposed by Svensson in 1993. The measure of disorder 
is a useful measure of order consistency in paired assessments of scales with a 
different number of possible values. The measure of relative rank variance is 
a useful measure in evaluating reliability and for evaluating change in quali-
tative outcome variables.  

In Paper I an overview of methods used in the analysis of dependent ordi-
nal data and a comparison of the methods regarding the assumptions, speci-
fications, applicability, and implications for use were made. In Paper II an 
application, and a comparison of the results of some standard models, tests, 
and measures to two different research problems were made. The sampling 
distribution of the measure of disorder was studied both analytically and by 
a simulation experiment in Paper III. The asymptotic normal distribution 
was shown by the theory of U-statistics and the simulation experiments for 
finite sample sizes and various amount of disorder showed that the sampling 
distribution was approximately normal for sample sizes of about 40 to 60 
for moderate sizes of D and for smaller sample sizes for substantial sizes of 
D. The sampling distribution of the relative rank variance was studied in a 
simulation experiment in Paper IV. The simulation experiment showed that 
the sampling distribution was approximately normal for sample sizes of 60-
100 for moderate size of RV, and for smaller sample sizes for substantial size 
of RV. In Paper V a procedure for inference regarding relative rank variances 
from two or more samples was proposed. Pair-wise comparison by jackknife 
technique for variance estimation and the use of normal distribution as ap-
proximation in inference for parameters in independent samples based on the 
results in Paper IV were demonstrated. Moreover, an application of Kruskal-
Wallis test for independent samples and Friedman’s test for dependent sam-
ples were conducted.   

Keywords: agreement, augmented ranks, categorical data, disorder, 
jackknife, paired ordinal data, rating scales, sample size, sampling 
distribution, simulation, U-statistics, variance 
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1 Introduction 
 
Rating scales are commonly used in clinical research for assessing qualitative 
outcomes [1-6]. A characteristic of rating scales are that they produce ordinal 
data [7-10]. According to Stevens [11] ordinal data have an ordered structure but 
lack information about size and distance. The ordered categories may be as-
signed numbers, letters or other labels. Ordered labels assigned to the different 
categories of the variable should not alter the results of statistical analysis [12-
14]. This rank-invariant property should be reflected in the statistical methods 
used in the analysis. Rank-based statistical methods are thus appropriate to use 
[10, 13, 15-20].  

When studying the quality of data from rating scales, agreeable data from re-
peated observations are desirable. Thus, agreement is an important concept to 
evaluate and paired ordinal data typically arises. Especially when analyzing 
paired ordinal data the rank-invariant property has an important consequence 
since it is not appropriate to taking differences of the paired observations [10, 
12-14].  

Standard statistical methods often address a specific type of disagreement. 
There are several tests of marginal homogeneity and marginal models try to 
model the relations between the repeatedly observed variables, given assump-
tions of the variations within the observed pairs. On the other hand, specific tests 
and measures are constructed to measure the extent of agreement in the observed 
pairs. Some of the methods are parametric methods and dichotomize the scale 
categories while other measures of agreement are conditional on marginal homo-
geneity. 

Disagreement may occur from unclear definition of the categories in a rating 
scale, that the rating task is not clearly stated, or that the cut-off points between 
adjacent categories are not clearly agreed upon [13, 20]. These exemplify rea-
sons for systematic disagreement, and refer to a property of the rating scale or 
the rating situation. Systematic disagreement may be corrected once the reasons 
have been identified. Disagreement may also occur from occasional, haphazard 
events on individual basis in the rating situation of the subjects. Such disagree-
ment is harder to correct. Thus, it is important to quantify and separate the sys-
tematic and individual disagreement. The reasons for systematic disagreement 
may require one kind of action while the remaining individual disagreement may 
require another kind of action [14, 21-23].  

Svensson [13, 20] has developed an approach to simultaneously assess both 
systematic and individual disagreement based on an augmented ranking method. 
The approach and its measures are free from any distributional restriction on the 
data.  
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This thesis deals with two measures of individual disagreement; the measure 
of disorder and the measure of relative rank variance. Both measures have been 
used in many different studies regarding development of questionnaires, evalua-
tions of validity, reliability and change in various application disciplines.    

What are the main differences between these measures and other commonly 
used measures and methods in empirical studies? What are the characteristic 
properties and assumptions of the measures, tests and models? What are their 
implications for applicability? To what questions do they apply? What are the 
results from the different methods and do they agree? These questions comprise 
the starting point for this thesis and determined the aims of the first two papers. 

Inferences about the corresponding population parameters have been based on 
estimates of variances either by an empirical counterpart to the theoretical vari-
ance, by jackknife estimates or bootstrap technique [13, 20]. In order to further 
study valid inferences, the distributional properties were investigated in the third 
and fourth papers in this thesis. It was also considered important to develop 
methods for testing the difference of intra-rater agreement in different items in a 
multi-item questionnaire. This was done in the fifth paper. 
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2 Aims of the thesis 
 
The overall aim of the present thesis was to further investigate the properties of 
the two measures of individual variability, developed by Svensson, such as the 
possibility of asymptotic normality, and to suggest approaches for interval esti-
mation and tests. Moreover, an aim was to show the importance of considering 
the properties of dependent ordered categorical data in choosing methods for 
statistical analysis. This overall aim was formulated as the following five spe-
cific aims and presented in separate papers: 
 

I. To overview and discuss the relative merits of standard methods and 
measures for analysis of dependent ordered categorical data and the 
measures in Svensson’s approach. The focus was at the assumptions of 
the models and data, the usefulness of the methods for descriptions and 
inferences, and their implications for use. 

 
II. To apply various measures, models, and tests, including Svensson’s 

non-parametric approach to two different data sets of paired ordinal data 
and to compare and interpret the results and show their conditions for 
use. 

 
III. To derive the asymptotic distributional properties of the empirical 

measures of disorder and monotonic agreement. Another aim was to in-
vestigate the distributional properties of these measures for sample sizes 
encountered in practice and to study how well the variance estimators 
compare to the sampling variance. A final aim was to apply the meas-
ures and two classical measures of concordance to an empirical data set. 

 
IV. To study the distributional properties of the empirical measure of the 

relative rank variance RV for sample sizes met in practice. Another aim 
was to illustrate the methods for inference regarding the variance of the 
relative rank difference in an empirical data set.  

 
V. To discuss and develop statistical methods for inference when compar-

ing the individual disagreement measured by the measure of the relative 
rank variance RV between different items in a multi-item questionnaire. 
Another aim was to illustrate the methods in an empirical data set. 
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3 A theoretical background 
 
The Svensson approach to analysis of paired ordinal data makes it possible to 
evaluate the systematic part of an observed disagreement in paired assessments 
on a rating scale separately from the individual variability of assessments [13, 
20]. The observed agreement/disagreement pattern is described by the distribu-
tion of the pairs of data in a contingency table when the assessments are made on 
a rating scale having a discrete number of ordered categories or by a scatter plot 
when assessments are made on a visual analogue scale with 101 possible values. 
Figure 1 shows a contingency table with the notation used by Svensson and in 
the present thesis [13]. 

 

 
Figure 1. Schematic illustration of the basic notations in a contingency table with m 
categories used in formulas [13].  

When the two sets of frequency distributions of assessments - also called mar-
ginal distributions - differ, systematic disagreement is present. Svensson [13, 20] 
defined two measures of systematic disagreement. The measure of Relative Posi-
tion, is a measure of a systematic shift in the use of the scale categories between 
the two assessments, which means a case when one frequency distribution is 
stochastically larger than the other 
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Another reason for a systematic disagreement could be a systematic dis-
agreement in how the assessments are concentrated on the scale categories be-
tween the two assessments. The measure is called the Relative Concentration, 
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These measures are thoroughly described in [13, 20, 24] and are not treated fur-
ther in this thesis. 

Svensson has shown that it is always possible to construct one unique distri-
bution of pairs of data to each set of marginal distributions, which is a rank-
transformable pattern of agreement [13, 20]. This pattern illustrates the distribu-
tion of paired data that is expected when all disagreement is explained by sys-
tematic disagreement only, given the observed marginal distributions.   

In the rank-transformable pattern of agreement, each pair of assessments will 
have the same rank ordering when ranking the assessments X, and the assess-
ments Y, respectively. Svensson [13, 14, 20] proposed an augmented ranking 
approach by which the pairs of rank values given to the observations are tied to 
the pairs and not to each marginal distribution. Then the mutual relationship 
between the paired assessments on the individual by the two raters is utilized.  

Empirical data sets commonly have individual variations in repeated assess-
ments on scales. Then the observed distribution of pairs of data differs from the 
rank-transformable pattern of agreement, and so do the two set of ranks allocated 
to the pairs of data.  Besides the measures of systematic disagreement Svensson 
has proposed two measures of such individual variability in an observed dis-
agreement pattern; the measure of disorder and the measure of relative rank 
variance [13, 25, 26]. 

The augmented mean ranks for assessments X are calculated by: 
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where xij is the ij:th cell frequency. The augmented mean ranks for Y are defined 
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Differences in augmented mean ranks indicate dispersed observations from 
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where pij is the ij:th cell probability, ul

ijq  is the upper-left region probability, and 
lr
ijq  is the lower-left region probability. The relative rank variance is the recom-

mended measure of individual variability in test-retest assessments on the same 
scale, which is the common design for evaluation of reliability of assessments 
and for evaluation of change in qualitative outcome variables [20, 27, 28].  

In validity studies, the consistency in assessments on different scales of the 
same variable will be evaluated. The two comparing scales can have different 
number of possible values, and then the measure of disorder is a useful measure 
of order consistency in the paired assessments.   

The measure of disorder, proposed by Svensson [25, 26], defines the level of 
discordance relative to total agreement in ordering irrespective of the scale levels 
and marginal distributions. This is in contrast to traditional measures like Kend-
all’s tau-b [29, 30], Stuart’s tau-c [31] and Goodman-Kruskal’s gamma [32]. 
Svensson [25] and others, e.g. [32, 33] have demonstrated how the different 
approaches adjust for ties in different ways and how the measures depending on 
scaling and marginal distributions limit the possibility to attain the limit of unity.  
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Svensson [13] showed the expression for the variance. The parameter D  is the 
parameter of reversed order classification and equals the parameter of disordered 
observation of which the measure D is an estimator, except for the correction 
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Svensson [13] showed the expression for the variance. The parameter D  is the 
parameter of reversed order classification and equals the parameter of disordered 
observation of which the measure D is an estimator, except for the correction 
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factor for tied observation in the denominator. The empirical measure of the 
parameter D  can be written as 
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where DD  is the probability that out of three pairs, the second and the third 
pairs are disordered to the first pair. This variance is then estimated by substitut-
ing the empirical relative frequencies for the unknown probabilities. In particular 
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provided the existence of two such pairs disordered the pair in the ij:th cell. 

The variance may also be estimated by jackknife or bootstrap techniques. The 
explicit asymptotic variance for the empirical measure of disorder, D, has not 
been shown yet and the sampling distributions of the empirical measures for 
sample sizes met in practice have not been demonstrated.  

The variance of RV is a complicated expression and even an asymptotic ap-
proximation is cumbersome to utilize for an empirical variance estimator [13]. 
Jackknife or bootstrap techniques may be used for variance estimation and infer-
ences. The sampling distribution for RV is not known so the estimates of the 
variance of RV cannot be used directly for inference.  

Bootstrap tests and confidence intervals are thus a possible strategy but to use 
the measures of disorder and relative rank variance thoroughly it is important to 
know more about the distributional properties. 
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4 Summary of the papers 

4.1 Paper I: An overview of methods in the analysis of 
dependent ordered categorical data: Assumptions and 
implications 
 
The aim of the first paper was to give an overview of the methods used for the 
analysis of dependent ordered categorical data and to compare standard methods 
with Svensson’s measures. The exposition was focused on the assumptions, 
specifications, applicability and implications for the appropriate areas of applica-
tion. The approach was to call attention to the different problems in analysing 
dependent ordered categorical data and put together and sum up the results. The 
overview gives a picture of standard methods as well as state-of-the-art methods 
and serves as an inventory of problems and a rationale to the development of 
Svensson’s measures.  

At first some fundamental asymmetric models for categorical data are de-
scribed followed by a description of how these fundamental models were elabo-
rated to dependent ordinal data. These fundamental models are basic multinomial 
generalized linear models (GLM), such as the cumulative logit model, the adja-
cent categories logit model, and the continuation ratio model, which are used in 
marginal models or conditional models. In marginal models focus is on popula-
tion-average effects such as marginal homogeneity and in conditional models 
focus is on cluster-specific effects as well [34, 35]. The cluster was here a gen-
eral concept that may describe subjects that are rated repeatedly over time or 
subjects rated by several raters. Special cases are paired ratings at two time 
points or paired rating by two raters.  

A second major group of models that is described is log linear models. In con-
trast to asymmetric models which distinguish between response and explanatory 
variables log linear models are symmetric and are useful for modelling associa-
tion [36]. In certain cases there are correspondences between logit models for 
dependent data and log linear models. The log linear models are described, giv-
ing special attention to those models developed for dependent ordinal data with 
applications to agreement studies. Many models in this class of log linear models 
are hierarchically structured and through an analysis of goodness-of-fit statistics 
from these hierarchical models conclusions about agreement patterns may be 
drawn [21, 37]. 

Further, summary measures for describing order consistency and agreement 
are described, such as Kendall’s tau-b, Goodman-Kruskal’s gamma, and Cohen’s 
kappa. Although specific, easy to understand, and easily accessible, they are 
often used inadequately. For example, assessment of association is not generally 
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the same as assessment of agreement. It was important to point out the original 
objective of the measures and their shortcomings. 

The overview concludes with a description of the augmented ranking ap-
proach and Svensson’s measures. In parallel to the development of these models 
and measures, Svensson brought up the lack of methods that were rank-invariant, 
and were able to quantify different important aspects of agreement and dis-
agreement and, at the same time, could be used for analysis of change in ordinal 
outcome variables [13, 20, 27].  

In the discussion it was concluded that using models is often considered to be 
superior to tests and summary measures due to the models’ elaborated and more 
facetted information, but models may also become more and more complicated 
to parameterize and interpret. The risk of misspecification and that the funda-
mental assumptions behind the models are violated are obvious in using such 
models in applied research. It is, on the other hand, difficult to capture the many 
aspects of change, association or agreement by one single measure. Many mod-
els use some scoring system and the models are then not invariant to any trans-
formation of the scores or to merging or splitting categories. Some link functions 
in the models are not even palindromic invariant. Models and measures for or-
dered categorical data should be rank invariant.  

Many of the existing measures may be regarded as attractive as they are easy 
to understand and to apply. But some of these are not adequately used, e.g. corre-
lation for measuring agreement, and some have serious drawbacks, e.g. the coef-
ficient of kappa. Svensson’s approach is rank-invariant, non-parametric and uses 
the paired ordered information in the ranking procedure. By the complementary 
use of a few measures it is possible to evaluate both systematic and individual 
disagreement. The measures are equally apt to be used in designs for evaluation 
of change in response to some treatment as they are for assessment of reliability 
or validity. In contrast to other measures of concordance or agreement, the limits 
of their range for the measures of Svensson are attainable, irrespective of the 
number of possible response categories and the type of scaling and the category 
distributions.  

4.2 Paper II: Comparison of methods in the analysis of 
dependent ordered categorical data 
 
As a second step in the treatment of non-parametric methods for analysis of 
dependent ordered categorical data, a comparison of some standard measures, 
models and tests with Svensson’s measure using two empirical data sets was 
made. The novel approach was to bring together results from applying a variety 
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of different measures, models, and tests on two very typical examples of research 
problems, and to compare those with the results from the measures of Svensson.  

The empirical data sets represent two types of studies commonly encountered 
in clinical research. The first empirical data set was from a study concerning 
agreement in judging biopsy slides for carcinoma of the uterine cervix [38]. The 
purpose of that study was to investigate the variability in classification and the 
degree of agreement in ratings among pathologists. The original data has since 
been published, frequently served as an illustration in methodological papers [21, 
39, 40]. The second empirical data set was from a study of individual and group 
changes in the patients’ social outcome after aneurysmal subarachnoid haemor-
rhage between two occasions [28]. The intension of the study was to publish the 
results, but it was also used to illustrate some aspects of Svensson’s measures. 
The measures, models and tests were determined by the different aims of original 
studies. These were various agreement and association measures, and models of 
agreement based on log linear models with parameters describing symmetry, 
quasi-symmetry and marginal homogeneity. Furthermore, tests of marginal ho-
mogeneity and symmetry were applied, and in the case of testing change be-
tween two time points the sign test was applied. Svensson’s measures of system-
atic and individual disagreement could be applied to both study purposes [20]. 
The various standard measures, models and test were outlined but Svensson’s 
measures were presented more thoroughly.  

To study reliability, as in the first application example, it was not sufficient to 
use one of the standard agreement or association measures, such as Cohen’s 
kappa, Goodman-Kruskal’s gamma, or Kendall’s tau-b. It was necessary to sup-
plement the measures by one or more log linear models and models of marginal 
homogeneity. Most important though, was to use models and measures con-
structed for paired ordinal data and relevant to the question of reliability.  

To study change in ordinal response variables certain tests are in common use. 
Such an example was the sign test in the second application. Change on group 
level may also be tested by marginal models as was demonstrated. Log linear 
models could be an option as they models cell frequencies. The independence 
model is often used. This model may be expanded depending on what patterns in 
the cell frequencies are relevant to study. But even if the choice of log linear 
models for analyses of change patterns is not a common option, they were used 
in paper two to contrast them with Svensson’s measures. Svensson’s measures 
are rank-invariant and utilize the fact that the data consists of pairs. Furthermore, 
the measures gave more comprehensive information about systematic and indi-
vidual variations.  

The study showed that the standard measures, models and tests gave diverging 
conclusions, which thus implies difficulties in the interpretation of such findings. 
Further, the study showed that the measure RC of Svensson revealed systematic 
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differences in concentration in the biopsy slides assessment study, which could 
not be detected by the traditional methods. This is an indication of that the as-
sumption of stochastic ordering, crucial to many models, was not fulfilled. 
Moreover, the study showed that the measure RV of Svensson indicated individ-
ual occasional causes of change in the social outcome study, which could not be 
detected explicitly by the traditional methods. One conclusion of the study was 
that it was not as easy to detect aspects of the kind of systematic and individual 
reasons for variations by the various standard measures, models or tests as it was 
by the measures of Svensson. As an example, the model of agreement plus uni-
form association gave information of the kind of association and agreement, but 
no information about the systematic disagreement in concentration using the 
scale. A remaining question was whether the assumptions for the model was 
fulfilled. An implication of this was that the researcher has to be very aware of 
using the models for its intended purpose and check for their adequacy. 

4.3 Paper III: Statistical properties of a nonparametric 
measure of discordance in paired ordinal data 

 
One purpose of the study was to derive the large sample properties of the meas-
ure of disorder, D. Another purpose was to investigate the distributional proper-
ties of the measure and to compare variance estimators in sample sizes encoun-
tered in practice. The measure and two classical measures of concordance were 
applied to an empirical data set and compared.  

Measures based on indicators of disordered and ordered observations are tra-
ditionally built up as the excess of concordant pairs over discordant pairs ad-
justed for the number of tied observations. The measures differ in the way they 
consider tied observations. The measure of disorder, D, was defined by Svensson  
[25, 26] as: 
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where the number of individuals classified to the i:th and j:th category respec-
tively is denoted xij and ul

ijx and  lr
ijx  is the number of observations in the upper-

left region and lower-right region relative the ij:th cell, respectively, and where t 
is the correction factor for tied observations 
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This way of defining tied observations imply that pairs of observations may 

be either discordant, concordant or else tied if the pairs of observations are iden-
tical, which means that the number of concordant pairs is differently defined than 
in classical measures. When there is total agreement in ordering, no pairs of 
observations are in the upper-left or lower-right regions relative to the cells, 
which mean that 0 lr

ij
ul
ij xx  and D=0. The maximum value of D=1 indicates 

total inconsistency in ordering. A measure of monotonic agreement (MA) was 
also defined as [25, 26]  
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The asymptotic distribution of D is not known. The large sample properties 

were shown by the theory of U-statistics [41] and the finite sample properties 
was investigated by a simulation experiment. The theory of U-statistics was well 
suited for non-parametric theoretical study of large sample distributional proper-
ties provided the existence of the second moment of the kernel function of the U-
statistic. Application of a theorem in Hoeffding [41] regarding a function of U-
statistics leads to the general formula for the variance in the limiting normal 
distribution for a ratio of two U-statistics 
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where m is the degree of the U-statistic and  
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is the first order variance and covariance term in the decomposition of the kernel 
functions in conditional expectations of the U-statistics. 

The simulation experiment was designed to study how fast the theoretical re-
sults of asymptotical normality works in practice and what the empirical sam-
pling distributions looked like in sample sizes encountered in practice. Further-
more, the asymptotic variance and the approximate variance estimator derived in 
Svensson [13] were to be compared with the empirical variance in the simulation 
experiment. The sample sizes varied from 20 to 1000. Various appearance of 
contingency tables were chosen to serve as populations, based on various amount 
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where the number of individuals classified to the i:th and j:th category respec-
tively is denoted xij and ul

ijx and  lr
ijx  is the number of observations in the upper-

left region and lower-right region relative the ij:th cell, respectively, and where t 
is the correction factor for tied observations 
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where m is the degree of the U-statistic and  
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is the first order variance and covariance term in the decomposition of the kernel 
functions in conditional expectations of the U-statistics. 

The simulation experiment was designed to study how fast the theoretical re-
sults of asymptotical normality works in practice and what the empirical sam-
pling distributions looked like in sample sizes encountered in practice. Further-
more, the asymptotic variance and the approximate variance estimator derived in 
Svensson [13] were to be compared with the empirical variance in the simulation 
experiment. The sample sizes varied from 20 to 1000. Various appearance of 
contingency tables were chosen to serve as populations, based on various amount 
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of disorder, various sizes of the tables, various probabilities of tied observations, 
and various appearance of observation along the agreement diagonal. Tests of 
normality were performed and normal Q-Q plots were used for complementary 
evaluation of normality. The measures and the asymptotic results were then 
applied to a data set from an investigation of order consistency. A comparison 
with Goodman-Kruskal’s gamma [32] and with Kendall’s tau-b [29, 30] was also 
made.  

The measures D and MA were shown to be asymptotic normally distributed 
with a specified variance by the theory of U-statistics. The variance for D in the 
asymptotic normal distribution was 
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where Dt   is the probability that out of three pairs of observations two of them 
are tied and the third is disordered and 2

t   is the probability that two pairs of 
observations are tied. The analogy of this result to the asymptotic results for 
Kendall’s tau was pointed out. For various experimental settings the sampling 
distribution of the measure D approached the normal distribution at different 
rates of convergence. Very small values of D required large sample sizes, at least 
100, to be able to use the normal distribution. For moderately large D (near 0.1) 
the sampling distribution had an approximate normal distribution for sample 
sizes of about 60, and for large D (above 0.15) the sampling distribution was 
close to normal for sample sizes of about 20 to 40. Besides the values of D, the 
appearances of some of the contingency tables in the experiment afflicted the 
sampling distribution. Tables with a high probability of ties and a high probabil-
ity of observations in cells that influenced the value of D resulted in excessively 
skewed and jagged sampling distributions. The square root of the asymptotic 
variance was close to the sampling standard error in most cases. In summary, the 
normal distribution could be used as an approximate sampling distribution for 
tables showing moderate to large disorder and in large sample sizes even for 
small amounts of disorder. The application illustrated the performance and com-
parative advantage relative the two classical measures as well as results of confi-
dence intervals using the asymptotic results.   
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4.4 Paper IV: Rank-based methods for analysis of indi-
vidual variations in paired ordinal data 

 
One aim in the fourth paper was to study the sampling distribution of the meas-
ure RV for possible use in the construction of approximate test statistics and 
confidence intervals as an alternative to bootstrap methods. Another aim was to 
illustrate the findings by empirical data.  

The sampling distribution of RV was studied by means of a simulation ex-
periment. The simulation experiment was designed to study how the empirical 
sampling distributions looked like in sample sizes encountered in practice for 
various amount of RV. The sample sizes varied from 20 to 1000. Various data 
sets were chosen to serve as populations, based on various amounts of individual 
disagreement, different numbers of categories, various probabilities of tied ob-
servations, and various appearance of observation along the agreement diagonal. 
The Shapiro-Francia W’ test, tests of skewness and kurtosis, and a joint skew-
ness and kurtosis test were used for test of normality [42]. Normal Q-Q plots 
were used for complementary evaluation of normality. These plots are useful for 
evaluating discrepancies from the normal distribution in the tail regions [43]. 
The jackknife technique for variance estimation in inference regarding the pa-
rameter estimated by RV was suggested. The findings were applied to data from 
a study of test-retest stability by intra-individual agreement in a multi-item ques-
tionnaire [2]. The items in the questionnaire were tested for evidences of lack of 
stability and for items prone to be influenced by individual disturbing factors.  

In some experimental setting the sampling distributions were skewed even for 
a large sample size. Sample sizes had to be in the order of at least 100 when RV 
was small, i.e. smaller than 0.1. Very small values of RV are desirable in reliabil-
ity studies. But in important situations when there were substantial amount of 
individual disagreement the sampling distributions converged to an approxi-
mately normal distribution for moderate sample sizes. For RV values above 0.12 
a sample size in the range 60 to 100 was generally sufficient. The approximation 
to the normal distribution seemed primarily to depend on the size of RV, but also 
on how those observations that contributed to the RV were located in the contin-
gency table. In the application, the test based on the normal approximation re-
sulted in rejection of the null hypothesis, and the confidence interval illustrated 
the uncertainty of the point estimate. Despite the small sample size, the amount 
of individual variation still made it possible to use the normal approximation in 
the inference.  
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where Dt   is the probability that out of three pairs of observations two of them 
are tied and the third is disordered and 2

t   is the probability that two pairs of 
observations are tied. The analogy of this result to the asymptotic results for 
Kendall’s tau was pointed out. For various experimental settings the sampling 
distribution of the measure D approached the normal distribution at different 
rates of convergence. Very small values of D required large sample sizes, at least 
100, to be able to use the normal distribution. For moderately large D (near 0.1) 
the sampling distribution had an approximate normal distribution for sample 
sizes of about 60, and for large D (above 0.15) the sampling distribution was 
close to normal for sample sizes of about 20 to 40. Besides the values of D, the 
appearances of some of the contingency tables in the experiment afflicted the 
sampling distribution. Tables with a high probability of ties and a high probabil-
ity of observations in cells that influenced the value of D resulted in excessively 
skewed and jagged sampling distributions. The square root of the asymptotic 
variance was close to the sampling standard error in most cases. In summary, the 
normal distribution could be used as an approximate sampling distribution for 
tables showing moderate to large disorder and in large sample sizes even for 
small amounts of disorder. The application illustrated the performance and com-
parative advantage relative the two classical measures as well as results of confi-
dence intervals using the asymptotic results.   
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4.4 Paper IV: Rank-based methods for analysis of 
individual variations in paired ordinal data 

 
One aim in the fourth paper was to study the sampling distribution of the meas-
ure RV for possible use in the construction of approximate test statistics and 
confidence intervals as an alternative to bootstrap methods. Another aim was to 
illustrate the findings by empirical data.  

The sampling distribution of RV was studied by means of a simulation ex-
periment. The simulation experiment was designed to study how the empirical 
sampling distributions looked like in sample sizes encountered in practice for 
various amount of RV. The sample sizes varied from 20 to 1000. Various data 
sets were chosen to serve as populations, based on various amounts of individual 
disagreement, different numbers of categories, various probabilities of tied ob-
servations, and various appearance of observation along the agreement diagonal. 
The Shapiro-Francia W’ test, tests of skewness and kurtosis, and a joint skew-
ness and kurtosis test were used for test of normality [42]. Normal Q-Q plots 
were used for complementary evaluation of normality. These plots are useful for 
evaluating discrepancies from the normal distribution in the tail regions [43]. 
The jackknife technique for variance estimation in inference regarding the pa-
rameter estimated by RV was suggested. The findings were applied to data from 
a study of test-retest stability by intra-individual agreement in a multi-item ques-
tionnaire [2]. The items in the questionnaire were tested for evidences of lack of 
stability and for items prone to be influenced by individual disturbing factors.  

In some experimental setting the sampling distributions were skewed even for 
a large sample size. Sample sizes had to be in the order of at least 100 when RV 
was small, i.e. smaller than 0.1. Very small values of RV are desirable in reliabil-
ity studies. But in important situations when there were substantial amount of 
individual disagreement the sampling distributions converged to an approxi-
mately normal distribution for moderate sample sizes. For RV values above 0.12 
a sample size in the range 60 to 100 was generally sufficient. The approximation 
to the normal distribution seemed primarily to depend on the size of RV, but also 
on how those observations that contributed to the RV were located in the contin-
gency table. In the application, the test based on the normal approximation re-
sulted in rejection of the null hypothesis, and the confidence interval illustrated 
the uncertainty of the point estimate. Despite the small sample size, the amount 
of individual variation still made it possible to use the normal approximation in 
the inference.  
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4.5 Paper V: Statistical aspects on multiple comparisons 
of relative rank variance in paired ordinal data 
 
The aim was to discuss and develop statistical methods for inference when com-
paring the individual change measured by RV between two or more different 
items in a multi-item questionnaire or between two or more independent groups. 
The methods were illustrated by an empirical data set.  

The methods discussed were divided in methods for independent samples and 
methods for dependent samples. In the first method for independent samples the 
simulation results in paper four were utilized to use the normal distribution in 
inference. The jackknife estimates of variances were used in the pooling of vari-
ances. Pooling the jackknife estimates of variances for the different items served 
as an estmate of the common variance under the null hypothesis, which then was 
used as estimate of the sampling variance of the difference in the test statistic for 
independent samples. The estimator of the variance of RV equals the jackknife 
estimator of the variance except for a constant close to one for large sample sizes 
 

)(ˆ1)(ˆ 2
4

RV
n

nRVarV jack





 

       (17) 

 
and the jackknife estimator is convenient to use in practice [13]. In calculation of 
the variance for the difference of two RV the jackknife estimates of each RV is 
pooled by 
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This variance estimator is then used in the test statistic 
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and critical values are determined from the standard normal distribution. 

  The second method for independent samples expanded the application of the 
distribution-free Kruskal-Wallis one-way ANOVA test [44]. The ranks used in 
the test statistic were the ranks of the squares of the augmented mean rank differ-
ences in the construction of the measure RV. The test statistic, corrected for ties, 
is defined as 
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where Rk is the sum of ranks in the k:th sample and the ranks are the ordered 
values of 2)()( )( YX RR    for each sample. A follow-up test procedure, originating 
in Dunn [45], which controls the overall significance level and considers the 
dependencies between the mean rank differences, was also used. This procedure 
amounts to calculate  
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for 1≤k<l≤s and compare to critical values 
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The overall significance level α is recommended to be set to about α=0.2 [45, 
46].  

 For dependent samples, the Friedman two way analysis of variance by ranks 
[47, 48], was applied to the ranks of the squares of the augmented mean rank 
differences. The Friedman test statistic, corrected for ties, is 
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for 1≤k<l≤s and compare to critical values 

 

)]1([ 


ss
zz      (23) 

 
The overall significance level α is recommended to be set to about α=0.2 [45, 
46].  

 For dependent samples, the Friedman two way analysis of variance by ranks 
[47, 48], was applied to the ranks of the squares of the augmented mean rank 
differences. The Friedman test statistic, corrected for ties, is 
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The ranks in the rank sum Rk for sample k was, like in the test statistic H* based 
on the values 2)()( )( YX RR   . Both H* and Q are asymptotically 2

1s . 
Two follow-up test procedures were applied; one based on the Dunn’s proce-

dure for the Kruskal-Wallis test and the other was pair-wise application of the 
Friedman test. The follow-up test statistic  
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is compared to the critical value z’. 

 The different inferential procedures were applied on a data set of patients’ as-
sessment of four different items in the dimension Vitality in the questionnaire 
Short-Form-36 (SF-36) [6]. The items were regarded as dependent so the correct 
test to use was Friedman’s test. The data was nevertheless used for independent 
samples with the purpose of working through the test procedures and formulas 
for illustration.  

The RV values of the four items were all high. The Friedman test could not 
reject the hypothesis of equal individual change for the four items. The follow-up 
tests were not necessary, but were carried out for illustration. The follow-up test 
procedures showed some inconsistencies. The Kruskal-Wallis test also resulted 
in a non-significant result. In the pairwise testing, the large sample normal theory 
based test and Wilcoxon-Mann-Whitney test were used. The results of the pair-
wise testing gave the same conclusion but showed varied p-values. The sample 
sizes were between 94 and 98, so the large sample normal approximation would 
be appropriate in this case.  

For small sample sizes in comparisons of two or more RV values, it is possi-
ble to use the Friedman test and the Kruskal-Wallis test and, if significant, the 
follow-up procedure by Dunn. If sample sizes are large, Friedman’s test and 
Kruskal-Wallis test could still be used, but the follow-up tests could be per-
formed by the z-test in the case of independent samples. 
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5 Discussion and conclusion 
 
The goal of this thesis was to further develop the two measures of individual 
variability, developed by Svensson, to increase their applicability in research. To 
justify the need of developing the measures, an overview of current models, 
tests, and measures in analysis of dependent ordinal data was considered impor-
tant. A review was made with respect to assumptions, specifications, applicabil-
ity, and implications. Several of the models, tests, and measures are sometimes 
used mechanically for various types of research questions and results in varying 
conclusions. Through the review and comparison of methods, Svensson’s meas-
ures were placed in a methodological context and some advantages could be 
highlighted.  

The choice of the measures of disorder (D) and individual disagreement (RV) 
was based on the presumption that study of individual variations is an important 
aspect of total variation, and that there is a scarcity of competitive alternatives. 
An important domain of potential development for the measures to consider was 
methods for inference. The methods used so far are bootstrap for interval estima-
tion and jackknife technique for variance estimation. Inference based on normal 
approximation for the measures D and RV has not been studied thoroughly up to 
now; the present thesis constitutes a beginning of such development. The meas-
ure D is a somewhat simpler measure in construction and interpretation than RV. 
For evaluating order consistency and interchangeability, and comparability be-
tween scales, the measure D is appropriate. For evaluating reliability in terms of 
agreement and also for evaluating change, the measure RV is appropriate. 

Within many research areas there is a great need of comparing the size of dis-
order or disagreement of different items or between several points of time and 
make some inferential conclusions. With the results of the study of the statistical 
properties of single D and RV, the development of inferential methods for com-
parison of several parameters has commenced. 

The overview in Paper I was performed by reviewing the statistical, scientific 
literature. No general search engines or databases covering most of the statistical 
literature were available so the search for relevant literature started with some 
selected articles and the references included therein. Specific databases, e.g. 
MathSciNet and JSTOR or publishing companies were also searched. Search 
engines and databases are in rapid progress so systematic review has become 
easier to perform. 

The review of the methods in this thesis had its departure from a broad and 
general perspective, arriving at more specific methods for specific purposes. 
Asymmetric models are used for modelling effects of, for example, treatments 
over time and covariates.  
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Two follow-up test procedures were applied; one based on the Dunn’s proce-

dure for the Kruskal-Wallis test and the other was pair-wise application of the 
Friedman test. The follow-up test statistic  
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is compared to the critical value z’. 

 The different inferential procedures were applied on a data set of patients’ as-
sessment of four different items in the dimension Vitality in the questionnaire 
Short-Form-36 (SF-36) [6]. The items were regarded as dependent so the correct 
test to use was Friedman’s test. The data was nevertheless used for independent 
samples with the purpose of working through the test procedures and formulas 
for illustration.  

The RV values of the four items were all high. The Friedman test could not 
reject the hypothesis of equal individual change for the four items. The follow-up 
tests were not necessary, but were carried out for illustration. The follow-up test 
procedures showed some inconsistencies. The Kruskal-Wallis test also resulted 
in a non-significant result. In the pairwise testing, the large sample normal theory 
based test and Wilcoxon-Mann-Whitney test were used. The results of the pair-
wise testing gave the same conclusion but showed varied p-values. The sample 
sizes were between 94 and 98, so the large sample normal approximation would 
be appropriate in this case.  

For small sample sizes in comparisons of two or more RV values, it is possi-
ble to use the Friedman test and the Kruskal-Wallis test and, if significant, the 
follow-up procedure by Dunn. If sample sizes are large, Friedman’s test and 
Kruskal-Wallis test could still be used, but the follow-up tests could be per-
formed by the z-test in the case of independent samples. 
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variability, developed by Svensson, to increase their applicability in research. To 
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selected articles and the references included therein. Specific databases, e.g. 
MathSciNet and JSTOR or publishing companies were also searched. Search 
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The overview and the comparison of methods in the first two papers showed 
that standard models sometimes have complicated specifications and strong 
assumptions which are often not fulfilled when analysing paired ordinal data. 
Users must have comprehensive and thorough knowledge of the models to 
evaluate them and choose the appropriate ones for their specific research ques-
tion. The results of the comparison showed that different results may occur 
amongst the various methods that are commonly used for the same objective. 
Some of the standard measures have drawbacks or limitations and are used for 
research questions which they are not constructed for. The choice of measures 
and models in the papers fell upon measures and models commonly used in 
analysis of paired ordinal data. One purpose was to show the results by using 
them in an analysis and show that the results could diverge if the researcher is 
not careful in choosing the adequate model or measure for the problem at hand. 
An example of this is using a standard marginal homogeneity test (Stuart’s test) 
for paired ordinal data, even though this test does not consider ordinality. Good-
man-Kruskal’s gamma and Kendall’s tau are measures of association. Certain 
log linear models are used for analysis of agreement and some of them may be 
used for tests of marginal homogeneity. Furthermore, the marginal model ap-
proach by generalized estimating equation (GEE) and the random effects cluster-
specific model approach may be used for analysis of marginal homogeneity. In 
general, marginal models and conditional models may be used in studies of 
change with different foci on the effects. The marginal models focus on popula-
tion effects and the conditional models focus on cluster effects.  

One of the most fundamental issues is the question of assigning scores in 
models for ordinal data. In most models scores are assigned to the ordinal cate-
gories. There are several log linear models adequate for modelling aspects of 
reliability in squared tables such as agreement, association and category distin-
guishability [21, 22, 37, 49]. A critically assumption then concerns the assign-
ment of scores. Most often equidistant scores are used and of these, integer 
scores are most common. The most general of log linear models permit arbitrary 
scores but they must be fixed. Scores as parameters lead to non log linear mod-
els. Cumulative logit models do not require scores for the dependent variable but 
for the independent variable. Agresti in [50] p. 138 says: “An obvious disadvan-
tage of the ordinal loglinear models… is the necessity of assigning scores to the 
categories of ordinal variables. For many variables no obvious choice of scores 
exists. Yet parameter estimates and the goodness of fit of the models depends of 
that choice.” In Svensson’s measures no scores are used. In the measure of dis-
agreement and the coefficient of monotonic agreement indices of discordance 
and concordance are used and in the measure RV the number of discordant pairs 
expresses a non-metric distance from agreement in ordering, not a metric func-
tion of distances of scores. 

 HANS HÖGBERG Some properties of measures of disagreement… I 29
 

Asymptotic properties of estimators may be studied theoretically or by simu-
lations. Sometimes the asymptotic properties are known theoretically, but the 
properties in finite samples do not necessary behave as if in infinite sequences. 
In other cases the asymptotic properties are not known in theory. In both situa-
tions simulation may be useful. In Paper III the asymptotic properties of the 
measure of disagreement D was derived and some of the behaviour of the sam-
pling distribution for finite samples was studied by simulations. In the Paper IV 
the asymptotic properties of the measure of relative rank variance RV were not 
studied theoretically, but the sampling distribution was studied by means of 
simulations. The greater complexity of the expression of RV made it harder to 
study theoretically.  The simulations generated ideas about the asymptotic prop-
erties as well as illustrations of the behaviour of the sampling distribution in 
finite samples. In both papers representative and valid examples of cases of data 
were chosen. The sampling distribution was tested for normality and visually 
evaluated regarding similarity to the normal distribution. By the use of normal 
Q-Q plots, the deviances of the sampling distribution from the normal distribu-
tion could be indicated. Furthermore, through the study of the sampling distribu-
tions for different types of data sets, the dependencies of the observations con-
tributing to the measures D and RV could be studied. Since the measures studied 
are non-parametric it was considered adequate to analyse the asymptotic proper-
ties by non-parametric based theory such as the theory of U-statistics. The theory 
of U-statistics offers a convenient way to show asymptotic normality without any 
assumptions except that of the existence of the second moment of the kernel 
function of the U-statistic [41, 51, 52]. The theory also applies for discrete popu-
lations [41]. The theory of U-statistics has been used in derivation of asymptotic 
results for measures of concordance and association [53]. 

The result in Paper IV was used to continue the development of the applicabil-
ity of the measures to inference for individual disagreement in two or more sam-
ples. Employing the jackknife technique for variance estimation and pooling the 
estimates according to the assumed equality of the parameters and using the 
simulation results, makes it possible to use the normal approximation in infer-
ence for the difference of two parameter values in independent samples. For 
small sample sizes, application of the non-parametric Kruskal-Wallis test and 
Friedman’s test for independent and dependent samples, respectively, was dis-
cussed. The novel application of the rank-based test statistics were to use the 
squares of the augmented rank differences in the formula for RV as observed 
values and then rank these observations. 

The choice of measures to develop was primary based on the urgent need to 
use these measures in inferential applied research. Furthermore, a modified ver-
sion of the measure of relative position, RP, has been studied in Wahlström [24] 



28 I HANS HÖGBERG Some properties of measures of disagreement… 
 

The overview and the comparison of methods in the first two papers showed 
that standard models sometimes have complicated specifications and strong 
assumptions which are often not fulfilled when analysing paired ordinal data. 
Users must have comprehensive and thorough knowledge of the models to 
evaluate them and choose the appropriate ones for their specific research ques-
tion. The results of the comparison showed that different results may occur 
amongst the various methods that are commonly used for the same objective. 
Some of the standard measures have drawbacks or limitations and are used for 
research questions which they are not constructed for. The choice of measures 
and models in the papers fell upon measures and models commonly used in 
analysis of paired ordinal data. One purpose was to show the results by using 
them in an analysis and show that the results could diverge if the researcher is 
not careful in choosing the adequate model or measure for the problem at hand. 
An example of this is using a standard marginal homogeneity test (Stuart’s test) 
for paired ordinal data, even though this test does not consider ordinality. Good-
man-Kruskal’s gamma and Kendall’s tau are measures of association. Certain 
log linear models are used for analysis of agreement and some of them may be 
used for tests of marginal homogeneity. Furthermore, the marginal model ap-
proach by generalized estimating equation (GEE) and the random effects cluster-
specific model approach may be used for analysis of marginal homogeneity. In 
general, marginal models and conditional models may be used in studies of 
change with different foci on the effects. The marginal models focus on popula-
tion effects and the conditional models focus on cluster effects.  

One of the most fundamental issues is the question of assigning scores in 
models for ordinal data. In most models scores are assigned to the ordinal cate-
gories. There are several log linear models adequate for modelling aspects of 
reliability in squared tables such as agreement, association and category distin-
guishability [21, 22, 37, 49]. A critically assumption then concerns the assign-
ment of scores. Most often equidistant scores are used and of these, integer 
scores are most common. The most general of log linear models permit arbitrary 
scores but they must be fixed. Scores as parameters lead to non log linear mod-
els. Cumulative logit models do not require scores for the dependent variable but 
for the independent variable. Agresti in [50] p. 138 says: “An obvious disadvan-
tage of the ordinal loglinear models… is the necessity of assigning scores to the 
categories of ordinal variables. For many variables no obvious choice of scores 
exists. Yet parameter estimates and the goodness of fit of the models depends of 
that choice.” In Svensson’s measures no scores are used. In the measure of dis-
agreement and the coefficient of monotonic agreement indices of discordance 
and concordance are used and in the measure RV the number of discordant pairs 
expresses a non-metric distance from agreement in ordering, not a metric func-
tion of distances of scores. 

 HANS HÖGBERG Some properties of measures of disagreement… I 29
 

Asymptotic properties of estimators may be studied theoretically or by simu-
lations. Sometimes the asymptotic properties are known theoretically, but the 
properties in finite samples do not necessary behave as if in infinite sequences. 
In other cases the asymptotic properties are not known in theory. In both situa-
tions simulation may be useful. In Paper III the asymptotic properties of the 
measure of disagreement D was derived and some of the behaviour of the sam-
pling distribution for finite samples was studied by simulations. In the Paper IV 
the asymptotic properties of the measure of relative rank variance RV were not 
studied theoretically, but the sampling distribution was studied by means of 
simulations. The greater complexity of the expression of RV made it harder to 
study theoretically.  The simulations generated ideas about the asymptotic prop-
erties as well as illustrations of the behaviour of the sampling distribution in 
finite samples. In both papers representative and valid examples of cases of data 
were chosen. The sampling distribution was tested for normality and visually 
evaluated regarding similarity to the normal distribution. By the use of normal 
Q-Q plots, the deviances of the sampling distribution from the normal distribu-
tion could be indicated. Furthermore, through the study of the sampling distribu-
tions for different types of data sets, the dependencies of the observations con-
tributing to the measures D and RV could be studied. Since the measures studied 
are non-parametric it was considered adequate to analyse the asymptotic proper-
ties by non-parametric based theory such as the theory of U-statistics. The theory 
of U-statistics offers a convenient way to show asymptotic normality without any 
assumptions except that of the existence of the second moment of the kernel 
function of the U-statistic [41, 51, 52]. The theory also applies for discrete popu-
lations [41]. The theory of U-statistics has been used in derivation of asymptotic 
results for measures of concordance and association [53]. 

The result in Paper IV was used to continue the development of the applicabil-
ity of the measures to inference for individual disagreement in two or more sam-
ples. Employing the jackknife technique for variance estimation and pooling the 
estimates according to the assumed equality of the parameters and using the 
simulation results, makes it possible to use the normal approximation in infer-
ence for the difference of two parameter values in independent samples. For 
small sample sizes, application of the non-parametric Kruskal-Wallis test and 
Friedman’s test for independent and dependent samples, respectively, was dis-
cussed. The novel application of the rank-based test statistics were to use the 
squares of the augmented rank differences in the formula for RV as observed 
values and then rank these observations. 

The choice of measures to develop was primary based on the urgent need to 
use these measures in inferential applied research. Furthermore, a modified ver-
sion of the measure of relative position, RP, has been studied in Wahlström [24] 



30 I HANS HÖGBERG Some properties of measures of disagreement… 
 

and both RP and the measure of relative concentration RC have been studied in 
Yang [54].  

Another approach to study the asymptotic properties of D and RV would have 
been to exploit the fact that the measures are functions of relative frequencies 
and the corresponding parameters are functions of probabilities. By assuming 
multinomial distribution and using the multivariate delta method, asymptotic 
normality and variance in the asymptotic distribution could have been shown. 
The theory of U-statistics makes it possible to take the study of the asymptotic 
properties in a unified way even further. The only assumption needed to be veri-
fied for the theory of U-statistic to apply is the existence of the second moment 
of the kernel. For asymptotic normality one has to check for the existence of the 
first order variance for the U-statistic. Otherwise, it is possible to verify asymp-
totic chi-square distribution [41]. Furthermore, the rate of convergence and re-
sults of the behaviour of the sequences to the limit may be studied within the 
framework of the theory of U-statistics [52, 55]. This theoretical work has not 
been done in the present thesis. The simulation experiments indicate skewed 
sampling distributions for small to moderate samples when the target value of 
RV is close to zero, so it would be of interest to theoretically examine the as-
ymptotic properties further. 

In the study of asymptotic properties and sampling distributions no restric-
tions have been made to hypothesis tests and the assumptions under the null 
hypothesis. Under such assumptions, evaluating test statistics in finite samples 
by permutation methods could have been an option. The purpose of the simula-
tion experiments could have been to simulate the behaviour of some test statistic 
under the null hypothesis, focusing on the actual type I error rates for different 
nominal type I errors, different sample sizes, and different amount of disorder or 
disagreement etc. In Wahlström [24] such a type of simulation experiment was 
conducted where tests of equivalence of actual type I error rates to nominal type 
I error rates were performed. The properties of the confidence interval could also 
have been studied by simulation experiments. This has not been done in the 
present thesis. 

Comparing the results from papers three and four, one conclusion may be that 
the normal approximation works better for the measure D than it does for the 
measure RV. The normal distribution may be used for tests and confidence inter-
vals for D in smaller sample sizes than it could for RV. Moreover, for the meas-
ure D an asymptotic variance was derived, whereas for the measure RV an ap-
proximation of the theoretical variance or a jackknife approximation may be 
used in practice.  

By means of the theoretical study and the simulations of D some conclusions 
in accordance with those relating to the gamma coefficient of Goodman and 
Kruskal in [56] for the asymptotic normal distribution may be drawn. The first is 
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that if D=0 the estimate of the variance in the asymptotic distribution is zero. As 
long as the parameter ΘD > 0 the probability for D=0 decreases as n → ∞ while 
if ΘD = 0, D equals 0. If ΘD is close to zero, the frequency of D=0 may be high 
so that the asymptotic variance does not exists if the sample size is not large 
enough. The sample size is critical for the asymptotic results to apply and de-
pends on ΘD when close to zero. This is also in accordance with the theory of U-
statistics for the asymptotic distribution. If the second moment does not exist, the 
asymptotic normal distribution will not apply. This shows that in practice, the 
asymptotic results not only concern the sample size, but also about when D is 
close to zero and ΘD equals or is close to zero, which was shown in the simula-
tions. A discussion of the procedure to verify the first order variance for the 
modified version of RP can be found in Wahlström [24].  

It has been shown in the present thesis that the sample sizes required to use 
the normal distribution in inference, especially in using RV, may be large. But 
for substantial individual disagreement, which is important to statistically verify, 
sample sizes of about 60 was required. Depending on the distribution of observa-
tions contributing to a large RV, sample sizes low as about 20 to 40 may suffice. 
For a large amount of disorder, a sample size in the range of 20 to 40 was 
enough for using the normal distribution as an approximation. This may be com-
pared to the simulation results for the difference of two treatments using the 
modified version of the measure of relative position RP, studied in Wahlström 
[24]. The simulation experiment showed that the type I error rates were within 
equivalence limits for sample sizes as small as 10 in each of the two groups. 

 The research in the field of statistical methods for analysis of dependent ordi-
nal data in recent years has concentrated on development of models rather than 
on specific measures. Examples concerning models for agreement are log linear 
models such as uniform association models, non-uniform association models, 
and agreement plus uniform association models [49, 57-59]. Research regarding 
models for agreement in continuous variables has progressed in recent years [60] 
and some research has been conducted on developing methods of inference for 
correlation and concordance coefficients [61, 62].  

Methods, originally for continuous data, are frequently used in analysis of or-
dinal data [63]. In their paper, Liu and Agresti [63] invited scholars to come with 
ideas of what can be done for disseminating knowledge and increasing the appli-
cation of proper methods in the analysis of ordinal data. The response to the 
invitation showed the need was considered urgent and many of the suggestions 
were about demonstrating the merits and limitations of various methods and to 
make adequate methods accessible. 

Many topics remain for further research. The theoretical analysis of asymp-
totic properties of RV by applying the theory of U-statistics may give answers to 
the convergence rates and alternative asymptotic distribution of RV. This would 
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also give an asymptotic variance to be estimated and compared with the jack-
knife variance estimator. The statistical properties of D and RV could be studied 
further in simulation experiments. Tentative answers about actual type I error 
rates using the normal distribution compared to the nominal type I error rates of 
α=0.05 and α=0.01 for different sample sizes and types of data should further 
increase the credibility in using the normal distribution. The properties of confi-
dence intervals, such as coverage, length, and location could also be studied by 
simulations.  

There is a great necessity to use appropriate methods for assessment of agree-
ment and analysis of change when data consist of paired ordinal data. The results 
in this thesis have shown which methods are in use and of assumptions, implica-
tions, and of possible shortcomings and deficiencies in these methods. Further-
more, the results have shown some of the advantages with Svensson’s approach 
and expanded the knowledge of the statistical properties for some of the meas-
ures. Svensson’s approach and the measures of disorder and individual dis-
agreement have been used in many research areas in recent years. Common us-
age has been in evaluation of construct validity by measuring order consistency, 
interchangeability and comparability between scales. Measures, like D, which 
can be used in situation where two scales have different number of categories, 
are valuable. Another important field of application has been analysis of reliabil-
ity. For example, comparison of test-retest stability for a number of items in a 
multi-item questionnaire is of great value when evaluating intra-individual 
agreement, or lack of agreement, to be able to improve or eliminate the items 
with poor agreement. This has been accomplished by the measure RV. With a 
measuring instrument such as a rating scale possessing verified good validity and 
reliability, the analysis of change in treatment studies may proceed. The present 
thesis has shown that the studied measures have advantages compared to other 
models, tests, and measures. Above all, the thesis has shown that in certain cir-
cumstances, the normal distribution can be used in inference. Interval estimation 
by confidence interval and test of hypothesis regarding single or multiple pa-
rameters by use of the normal approximation may now be added to the means of 
statistical analysis. 
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