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COMBINATORIAL PROPERTIES OF PERMUTATION TABLEAUX

ALEXANDER BURSTEIN* AND NIKLAS ERIKSEN

Abstract. We give another construction of a permutation tableau from its corresponding permutation and construct a permutation-preserving bijection between 1-hinge and 0-hinge tableaux. We also consider certain alignment and crossing statistics on permutation tableaux that are known to be equidistributed via a complicated map to permutations that translates these to occurrences of certain patterns. We give two direct maps on tableaux that proves the equidistribution of those statistics by exchanging some statistics and preserving the rest. Finally, we enumerate some sets of permutations that are restricted both by pattern avoidance and by certain parameters of their associated permutation tableaux.

1. Introduction

Permutation tableaux are combinatorial objects that are in bijection with permutations. They originally turned up in the enumeration of totally positive Grassmannian cells [8, 11]. Permutation tableaux have then been studied either in their own right [1, 10] to produce enumeration results for permutations, or in connection with the PASEP model in statistical mechanics [3, 5, 6].

A permutation tableau $T$ is usually defined as a $k \times (n-k)$ array filled with zeroes, ones and twos such that the cells filled with zeroes and ones form a Young tableau $Y_\lambda$ of an integer partition $\lambda$ with $n-k = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k \geq 0$ (note that zero parts are allowed), and such that these rules are obeyed:

- **(column):** Each column in the tableau contains at least one 1.
- **(1-hinge):** Each cell in the Young tableau $Y_\lambda$ with a 1 above in the same column and to its left in the same row must contain a 1.

Equivalently, one forgets about the twos and considers only the Young tableau of zeroes and ones, which are sometimes encoded as blanks and bullets, respectively (see Figure 1). The **shape** of $T$ is the integer partition $\text{sh}(T) = \lambda$ and its **length** is the number of parts in $\lambda$, $\ell(T) = k$.

The second rule above can, however, take several forms. An alternative, presented in [1], is this:

- **(0-hinge):** Each cell in the Young tableau $Y_\lambda$ with a 1 above in the same column and to its left in the same row must contain a 0.

In this paper, we generalize these hinge rules.
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1
(0/1-hinge):: Given any partition \( \mu \leq \lambda \) (i.e. \( \mu_i \leq \lambda_i \) for all \( i \geq 0 \)), each cell in the Young tableau \( Y_\lambda \) with a 1 above in the same column and to its left in the same row must contain a 1 if the cell is in \( \mu \) and a 0 otherwise.

The 0/1-hinge rule specializes to the 0-hinge rule for \( \mu = \emptyset \) an the 1-hinge rule for \( \mu = \lambda \). We let \( \mathcal{T}_n \) denote the set of 1-hinge permutation tableaux \( T \) such that, with \( \text{sh}(T) = \lambda \), \( \lambda_1 + \ell(T) = n \).

Permutation tableaux have their name from a natural bijection \( \Phi : \mathcal{T}_n \to \mathcal{S}_n \) between (1-hinge) permutations tableaux and permutations [10]. Let \( n = \lambda_1 + k \). Label the south-east boundary of the tableau with 1 to \( n \), starting in the north-east corner, and extend these labels to the rows and columns they belong to. Then, starting at the top of a column (or the left of a row) labeled \( i \), we follow the zig-zag path obtained by bouncing right or down every time we hit a 1. If the label of the exit is \( j \), we put \( \pi(i) = j \). This is illustrated to the far right in Figure 1.

There are several important statistics of \( \pi = \Phi(T) \), typically related to the order relation between a position \( i \) and its letter \( \pi(i) \) which are easily deduced from \( T \). The weak excedances (positions \( i \) such that \( \pi(i) \geq i \)) are given by the row labels and the deficiencies (the opposites of weak excedances, that is positions \( i \) such that \( \pi(i) < i \)) are given by the column labels. Fixed points correspond to empty rows. We let \( \text{wex}(\pi) \) denote the number of weak excedances in \( \pi \) and conclude that \( \text{wex}(\pi) = k \). We also note that a bijection between permutations tableaux and permutations with \( n-k \) descents (elements \( \pi(i) \) such that \( \pi(i) > \pi(i+1) \)) has been proposed [4], which amongst other things reproves that descents and deficiencies are equidistributed.

The inverse \( \Gamma = \Phi^{-1} : \mathcal{S}_n \to \mathcal{T}_n \) of the presented bijection is less natural, and several algorithms describing \( \Gamma \) have been proposed [1, 10]. We continue this tradition with another algorithm which we consider simpler than the previous ones. It is presented in Section 2 together with the presentation of 0/1-hinge tableaux.

Further, we study two bijections on tableaux. Alignment and crossing statistics on permutations have been proposed by Corteel [3], and they have natural interpretations on tableaux. First we give in Section 3 a direct description on tableaux for the bijection between tableaux that belong to permutation \( \pi \) and \( \text{irc}(\pi) \), where \( \text{irc} \) is the inverse of the reversal of the complement. This exchanges \( A_{EN} \) and \( A_{NE} \) statistics and preserves statistics \( \text{wex} \), \( A_{EE} \), \( A_{NN} \), \( C_{EE} \), \( C_{NN} \). Then we give a simple bijection on tableaux that preserves the \( A_{EN} \) and \( A_{NE} \) statistics, and exchange the \( A_{NN} + A_{EE} \) and \( C_{NN} + C_{EE} \) statistics. Definitions and algorithm are presented in Section 4.

Pattern avoidance (or pattern statistics in general) and tableau restrictions do not always combine easily and naturally. Patterns deal with comparisons of different letters in a permutation, in particular, they are better suited for considering descents and inversions. Permutation tableaux, on the other hand, naturally emphasize excedances, fixed points and deficiencies, i.e. comparisons of letters with their positions. Thus, permutation tableaux are useful in considering pattern-restricted sets when the information about descents and inversions can be translated into information about weak excedances and deficiencies. A good example of such a situation is [2] where alternating permutations (descent-related objects) with the maximum number of fixed points (exceedance-related property) are considered.

In a 1-hinge tableau \( T \), those ones that are not forced by the 1-hinge rule are called essential. We conclude this article in Section 5 by giving some enumeration results on sets of permutations avoiding pairs of patterns of length 3 and whose associated tableaux (via maps \( \Phi \) and \( \Gamma \)) have the maximum number of essential ones. The eventual goal of this undertaking is to refine pattern-occurrence statistics with respect to the number of essential ones in the associated tableaux.

2. Combining 1-hinge and 0-hinge

An important property of 1-hinge permutation tableaux is that every zero has a clear view (only zeroes) to its left or above it. We will use this property in two ways. First, we give a new algorithm for computing the 1-hinge tableaux of a permutation, and then we show that the 1-hinge and 0-hinge tableaux of a permutation are connected via a series of mixed hinge tableaux.
In a tableau $T$, two paths are said to meet at a cell if each of these paths enters the cell. If the cell contains a zero, the paths will cross, and if it contains a one they will bounce. By the 1-hinge rule, two paths can only cross at their first meet.

**Definition 2.1.** In a tableau $T$ of $\pi$, we have columns $c_i(T), 1 \leq i \leq \lambda_1$ and rows $r_i(T), 1 \leq i \leq n - \lambda_1$. When no confusion can arise, we write $c_i = c_i(T)$ and $r_i = r_i(T)$. Further, let $\text{ent}(c_i)$ be the label of column $c_i$ and let $\text{ext}(c_i) = \pi(\text{ent}(c_i))$. We call these entry and exit labels of column $c_i$. Similar definitions apply for the rows. The row (resp. column) number with exit label $j$ is denoted row($j$) (resp. col($j$)). In other words, col($j$) = $i$ $\iff$ ext($c_i$) = $j$.

The **initial zeroes** in a column (or row) are the zeroes in that column (row) that have no ones above (to the left). The number of initial zeroes in a column or row is denoted $z(c_i)$ and $z(r_i)$, respectively, and similarly $t(c_i)$ and $t(r_i)$ for the number of twos in the column or row.

The exit labels of rows are of course the weak excedance letters and the exit labels of columns are the deficiency letters.

We note that given the shape of a tableau $T \in \Sigma_n$, information on the number of initial zeroes in all rows and columns completely determines $T$, since each zero is an initial zero of some row or column. The initial zeroes also determines the essential ones, and thus any 0/1-hinge tableau. Thus, to compute $\Gamma(\pi)$ we need only determine the initial zeroes. To accomplish this, only the relative order of the exit labels of rows and columns are important.

**Definition 2.2.** For a row $r_i$ in $T$, we say that row $r_i$ has $m$ **inversions** if there are $m$ rows above with higher exit labels. Likewise, we say that column $c_i$ has $m$ **inversions** if there are $m$ columns to its left with lower exit labels. The number of inversions are denoted $\text{inv}(r_j, T)$ and $\text{inv}(c_j, T)$, respectively, or $\text{inv}(r_j)$ and $\text{inv}(c_j)$ for short.

As for usual permutation inversions, we need only to know the inversion numbers of all row (column) exit labels to compute their order.

**Lemma 2.3.** Consider a permutation tableau $T$ with $\text{sh}(T) = \lambda$. Let $r$ contain the indices of the rows $r_i$ such that $\text{ext}(r_i) > \text{ext}(c_j)$ in increasing order. Then, $z(c_j) = r_{\text{inv}(c_j)+1} - 1$. Similarly, letting $c$ contain the columns $c_i$ such that $\text{ext}(c_i) < \text{ext}(r_j)$ in increasing order, with $\lambda_j + 1$ appended at the end, we have $z(r_j) = c_{\text{inv}(r_j)+1} - 1$.

**Example 2.4.** The lemma is best appreciated after an example. Consider the permutation $\pi = 463785912$. Its tableau has shape $\lambda = (3^5, 2)$. The column exit labels are 215 (deficiency letters read from right to left) and the row exit labels are 463789 (weak excedance letters read from left to right).

Now, for the third column we get $r = (2, 4, 5, 6)$ and hence $z(c_3) = r_{\text{inv}(c_3)+1} - 1 = r_{2+1} - 1 = 5 - 1 = 4$. For $c_2$ and $c_1$, we find no inversions, and the first entry in $r$ is 1, yielding no initial zeroes.

For the rows, the only row with positive inversion number is $r_3$, with $\text{inv}(r_3) = 2$. Computing $c = (1, 2, \lambda_3 + 1)$, we get $z(r_3) = c_{2+1} - 1 = \lambda_3 + 1 - 1 = 3^2 = 9$.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We are now ready to prove Lemma 2.3.
Proof. Assume that \( z(c_j) = m \) and consider the array from \( T \) of the intersection of rows \( r_1 \) to \( r_m \) and columns \( c_1 \) to \( c_{j-1} \). The paths that enter the array must also exit the array. Those that exit horizontally will cross the path from \( c_j \) and those that exit vertically will not, since paths starting at columns must cross at an initial zero of \( c_j \), and paths starting at rows \( r_i \) must cross at an initial zero of either \( c_j \) or \( r_i \), neither of which is possible with a vertical exit.

Thus, with \( j-1 \) vertical exits and \( j-1 - \text{inv}(c_j) \) taken by columns, there must be \( j-1 - (j-1 - \text{inv}(c_j)) = \text{inv}(c_j) \) rows with higher exit labels in the array. Since \( r_{m+1} \) does not cross \( c_j \) we find that \( r_{\text{inv}(c_j)+1} = m+1 \), which proves the lemma for columns. For rows, the situation is completely analogous, although it should be noted that rows without ones get the same number of initial zeroes as the length of the row.

We now turn to 0/1-hinge tableaux. We will prove that for any \( \mu < \lambda = \text{sh}(\Gamma(\pi)) \), the permutation \( \pi \) has a unique tableau such that the 1-hinge property is fulfilled on \( Y_\mu \) and the 0-hinge property is fulfilled on \( Y_{\lambda/\mu} \). To prove this, we need a few definitions and a lemma. We also take the liberty of extending the function \( \Phi : T_n \to \mathcal{S}_n \) to allow any permutation tableau, in particular, a 0/1-hinge tableau.

**Definition 2.5.** Let \( \mathcal{S}_\lambda \) denote the set of permutations \( \pi \) such that \( \text{sh}(\Gamma(\pi)) = \lambda \). Also, let \( \mathcal{T}^\mu_\lambda \) denote the set of tableaux \( T \) such that \( T \) fulfills the 1-hinge property on \( Y_\mu \) and the 0-hinge property on \( Y_{\lambda/\mu} \).

**Lemma 2.6.** Let \( \pi \in \mathcal{S}_\lambda \), and consider the integer partitions \( \mu < \nu \leq \lambda \) such that \( Y_{\nu/\mu} \) has exactly one cell. Further let \( T \in \mathcal{T}^\mu_\lambda \) be a tableau such that \( \Phi(T) = \pi \). Then, switching ones to zeroes and zeroes to ones on the first and last meetings in \( \nu \) of the two paths that meet at \( \nu/\mu \), we obtain a tableau \( T' \in \mathcal{T}^\mu_\lambda \) such that \( \Phi(T') = \pi \).

**Proof.** Let \( i \to \pi(i) \) and \( j \to \pi(j) \) be the paths that meet at \( \nu/\mu \). It is obvious that \( \Phi(T') = \pi \) since each of the changes correspond to the transposition \( (i \ j) \). Thus, what remains is to show that \( T' \in \mathcal{T}^\mu_\lambda \).

The paths can only cross at their first meet. Thus, if \( T(\nu/\mu) = 0 \), the first and last meetings coincide and no changes are made. The 0-hinge property is trivially fulfilled on \( \nu/\mu \), since only 1s can violate it.

If \( T(\nu/\mu) = 1 \), the 0-hinge property on \( \lambda/\nu \) is still trivially fulfilled. On \( \nu/\mu \), it is trivial if the value changes to 0, and otherwise the 1 must be essential and cannot violate the 0-hinge property. What remains is to show that changing the first meeting of paths does not violate the 1-hinge property. But changing the value at the first meeting to 0 is not a problem, since then the 1 was essential, and changing the value to 1 is legal too, by the following argument.

The new 1 must be essential, so assume without loss of generality that it is essential in its row. Then, any 0s immediately to its right must have 0s below in the row of the second meeting. These 0s have a 1 to their left and hence can have no 1 above, which shows that the 0s immediately to the right of the new 1 do not violate the 1-hinge property. \( \square \)

**Theorem 2.7.** Let \( \pi \in \mathcal{S}_\lambda \) and let \( \mu \leq \lambda \). Then, there is a unique tableau \( T \in \mathcal{T}^\mu_\lambda \) such that \( \Phi(T) = \pi \).

**Proof.** Given a tableau \( T \in \mathcal{T}^\mu_\lambda \), which is known to be unique from \([10]\), we can use the algorithm of Lemma 2.6 to reduce the 1-hinge part to \( \mu \) cell by cell. Thus, it is clear that there is at least one \( T \in \mathcal{T}^\mu_\lambda \) such that \( \Phi(T) = \pi \).

At any given moment during the reduction there are usually several cells that can be moved from the 1-hinge area to the 0-hinge area. We need to show that regardless how we choose the order of them, we still end up with the same tableau.

It is fairly easy to realize that for any two cells that can be chosen at the same time, the order of these is insignificant. The cells of their last meetings are on different rows and columns, so all paths through these cells are distinct. Thus, any changes induced by one of the cells will not affect the paths through another one of these cells, and hence will not affect the changes induced by that other cell.

By the strong convergence theorem \([7]\), it suffices to show that any two moves that are valid at the same time commute and that the sequence of moves is finite for a game to have a unique end result. We have shown that any two moves commute and since the number of moves is \( |\lambda/\mu| \), the uniqueness is proved. \( \square \)

We let \( \Phi : \mathcal{S}_\lambda \to \mathcal{T}^\mu_\lambda \) map any permutation whose weak excedance pattern matches \( \lambda \) to the tableau with the 1-hinge property on \( \mu \leq \lambda \) and the 0-hinge property on \( \lambda/\mu \). Of course, its inverse is \( \Phi \) restricted to \( \mathcal{T}^\mu_\lambda \).
3. The irc map

In [3], Sylvie Corteel defined the permutation statistics

\[ A_{EE}(\pi) = |\{(i, j) \mid j < i \leq \pi(i) < \pi(j)\}|, \]
\[ A_{NN}(\pi) = |\{(i, j) \mid \pi(j) < \pi(i) < i \}|, \]
\[ A_{EN}(\pi) = |\{(i, j) \mid j < \pi(j) < \pi(i) < i\}|, \]
\[ A_{NE}(\pi) = |\{(i, j) \mid \pi(i) < i < j \leq \pi(j)\}|, \]
\[ C_{EE}(\pi) = |\{(i, j) \mid j < i \leq \pi(j) < \pi(i)\}|, \]
\[ C_{NN}(\pi) = |\{(i, j) \mid \pi(i) < \pi(j) < i < j\}|. \]

They are related to the 1-hinge permutation tableaux \( T = \Gamma(\pi) \) in the following way. Label the 0-cells in \( T \) with EN if the paths that cross there originated from one column and one row, NN if both these paths originated from columns and EE if both paths originated from rows. The 2-cells are labeled NE. Let EN(T) be the number of cells labeled EN in this labeling, and use similar notation for the other three labels. From [10] and [1] we know that

\[ A_{EE}(\pi) = \text{EE}(T), \]
\[ A_{NN}(\pi) = \text{NN}(T), \]
\[ A_{EN}(\pi) = \text{EN}(T), \]
\[ A_{NE}(\pi) = \text{NE}(T), \]

and

\[ C_{EE}(\pi) + C_{NN}(\pi) = \#\text{nontop 1s}(T). \]

The map irc = \( i \circ r \circ c \) (inverse of reversal of complement) is known to preserve all alignment and crossing statistics on permutation except for exchanging statistics \( A_{NE} \) and \( A_{EN} \). We now show that the tableau of irc(\( \pi \)) can be easily computed from the tableau of \( \pi \). The irc map on tableaux is also named \( \text{irc}(T) = \Gamma(\text{irc}(\Phi(T))) \).

To simplify matters, we start by showing this bijection for quite restricted tableaux and successively remove the restriction until the general case is reached. The condition \( A_{NE}(\pi) = 0 \) simply means that the shape of \( \Gamma(\pi) \) is a rectangle, and the condition \( A_{EN}(\pi) = 0 \) implies that the main diagonal of \( \Gamma(\pi) \) (starting at the northwest corner) contains only ones. It is easy to see that if the main diagonal contains only ones then no path can cross it and hence \( A_{EN}(\pi) = \text{EN}(\Gamma(\pi)) = 0 \), and conversely, if a row (or column) has initial zeroes reaching the main diagonal, there are not enough rows (columns) to account for all these crossings, and hence \( A_{EN}(\pi) > 0 \).

**Proposition 3.1.** Let \( \pi \in \mathfrak{S}_n \) and let \( T = \Gamma(\pi) \in \mathcal{I}_n \) and assume \( A_{EN}(\pi) = A_{NE}(\pi) = 0 \). To compute \( T' = \text{irc}(T) \), associate the number of initial zeroes to each row and column, and then order the columns by increasing \( \text{ext}(c_i) \) and the rows by decreasing \( \text{ext}(r_i) \).

**Proof.** If \( \pi(i) = j \), then irc(\( \pi \))(n + 1 - j) = n + 1 - i. Thus, if \( i \) is a weak excedance in \( \pi \), then \( n + 1 - j \) will be a weak excedance in irc(\( \pi \)). Assuming \( A_{EN}(\pi) = A_{NE}(\pi) = 0 \), all these weak excedances map one of the \( k = \text{wex}(\pi) \) lower elements on one of the \( k \) highest elements. Since \( i \leq k \) implies \( n + 1 - i \geq n + 1 - k \) and vice versa, this holds for \( \text{irc}(\pi) \) as well, and hence sh(\( T' \)) = sh(\( T \)). Further, for rectangular tableaux, we have \( i = n + 1 - \text{ent}(c_i) \), and for tableaux with only ones on the main diagonal, we have \( z(c_i) = \text{inv}(c_i) \).

Consider column \( c_i(T) \). For each inversion \( \pi(k) < \pi(i) < i < k \) we get an inversion in \( T' \), since then \( \text{irc}(\pi)(n + 1 - \pi(k)) < \text{irc}(\pi)(n + 1 - \pi(i)) < n + 1 - \pi(i) < n + 1 - \pi(k) \). All these inversions contribute to initial zeroes in the same column \( c \) in \( T' \). Since \( \text{ent}(c) = n + 1 - \pi(i) = n + 1 - \text{ext}(c_i(T)) \), we get \( c = c_i + 1 - \text{ent}(c) = c_{\text{ext}(c_i(T))} \), which is the statement of the proposition. Rows are handled in a similar fashion. \( \square \)

**Example 3.2.** Consider the permutation \( \pi = 76485132 \). Below we have its 1-hinge tableau \( T \) with rows and columns labeled with their exit labels \( \text{ext}(r_i) \) and \( \text{ext}(c_i) \), as well as the tableau \( T' \) obtained by reordering
columns and rows according to the proposition above. It is easy to check that $\Phi(T') = \text{irc}(\pi) = 58746213$. Note that the number of initial 0s for each exit label remains the same after reordering rows and columns.

\[
\begin{array}{ccc}
2 & 3 & 1 \\
7 & \bullet & \bullet \\
6 & \bullet & \bullet \\
4 & \bullet & \\
8 & \bullet & \bullet \\
5 & \bullet & \\
\end{array}
\quad
\begin{array}{ccc}
1 & 2 & 3 \\
8 & \bullet & \bullet \\
7 & \bullet & \bullet \\
6 & \bullet & \\
5 & \bullet & \\
4 & \bullet & \\
\end{array}
\]

We now continue with permutations $\pi$ such that $A_{EN}(\pi) > 0$. The idea is to remove all EN cells, use the transformation for permutations with $A_{EN}(\pi) = A_{NE}(\pi) = 0$ and then put them back as NE cells, which contain 2s.

**Proposition 3.3.** Let $\pi \in \mathfrak{S}_n$ and let $T = \Gamma(\pi) \in \mathfrak{T}_n$. Assuming $A_{NE}(\pi) = 0$, then the following algorithm will give $T'' = \text{irc}(T)$. Let $T'$ have the same shape as $T$ and let $z(c_i(T')) = \text{inv}(c_i(T))$ for all columns (and similarly for the rows). Letting the column exit labels of $T$ be $i_1 < i_2 < \ldots < i_{n-\text{wex}(\pi)}$, compute $T'' = \text{irc}(T')$ and let $t(c_j(T'')) = i_j - j$ for all $j$.

**Proof.** The tableau $T'$ will have column and row exit labels in the same relative order as $T$, since only EN cells are changed, but the column exit labels will be $1$ to $n - \text{wex}(\pi)$ and the row exit labels will be $n - \text{wex}(\pi) + 1$ to $n$. Let $k = \text{wex}(\pi)$ and let the column exit labels in $T$ be $i_1 < i_2 < \ldots < i_k$. Then, each column exit label is reduced by $a(j) = \text{ext}(c_j(T)) - \text{ext}(c_j(T')) = i_j - j$. We define permutations $\sigma_j = ((i_j - a(j)) (i_j - a(j) + 1) \ldots i_j)$ and obtain $\Phi(T') = \sigma_k \ldots \sigma_1 \pi$, since each $\sigma_j$ replaces the exit label $i_j$ with $j$, while maintaining the relative order of all other exit labels.

Further, $\text{irc}(T')$ is the tableau of

\[
\text{irc}(\sigma_k \ldots \sigma_1 \pi) = \text{irc}(\pi)\text{irc}(\sigma_1)\ldots\text{irc}(\sigma_k),
\]

where $\text{irc}(\sigma_j) = ((n + 1 - i_j) (n + 1 - i_j + 1) \ldots (n + 1 - i_j + a(j)))$. Multiplying from the right with $((n + 1 - i_k) (n + 1 - i_k + 1) \ldots (n + 1 - i_k + a(k)))$ in a permutation circularly changes the positions of the letters in positions $n + 1 - i_k, n + 1 - i_k + 1, \ldots, n + 1 - i_k + a(k)$, which is equivalent with introducing $a(k)$ twos in the rightmost column. Similarly, removing the other cycles introduce $a(j)$ in the $(k - j + 1)$th column from the right.

The irc bijection when $A_{NE}(\pi) = 0$ is clearly bijective. Thus, its inverse gives $\text{irc}(\Gamma(\pi))$ when $A_{EN}(\pi) = 0$, and we state the proposition without proof.

**Proposition 3.4.** Let $\pi \in \mathfrak{S}_n$ and let $T = \Gamma(\pi) \in \mathfrak{T}_n$. Assuming $A_{EN}(\pi) = 0$, then the following algorithm will give $T'' = \text{irc}(T)$. Given $\lambda = \text{sh}(T)$ and $k = \text{wex}(\pi)$, let $T'$ have shape $\lambda^k$ and let $z(c_i(T')) = z(c_i(T))$ for all columns (and similarly for the rows). Then, let $T'' = \text{irc}(T')$ and increase column labels $j$ by $t(c_j(T))$.

**Example 3.5.** The permutation $\pi = 38652417$ has $A_{EN}(\pi) = 4$ and $A_{NE}(\pi) = 0$. Its tableau is below to the right. Removing the EN zeroes gives the second tableau, where the column exit label 7 has been reduced by 3 and 4 has been reduced by 1. Applying irc gives the third tableau, and inserting 3 twos in the forth column and 1 in the third gives the final tableau of $\text{irc}(\pi) = 71653842$ to the right. To compute irc of the last tableau, just follow the tableaux below from right to left.
As it turns out, the processes of turning EN zeroes into NE twos and vice versa are independent processes. Combining the last two Propositions thus gives us an algorithm for computing irc(T) for any 1-hinge permutation tableau T.

**Theorem 3.6.** Let \( \pi \in \mathfrak{S}_n \) and let \( T = \Gamma(\pi) \in \mathfrak{T}_n \), with \( \lambda = \text{sh}(T) \), \( k = \text{wex}(\pi) \) and column exit labels \( i_1 < i_2 < \ldots < i_k \). To compute \( T'' = \text{irc}(T) \), let \( T' \) have shape \( \lambda_k^\dagger \) and let \( z(c_i(T')) = \text{inv}(c_i(T)) \) for all columns (and similarly for the rows). Then, let \( T'' = \text{irc}(T') \), increase column labels \( j \) by \( t(c_j(T)) \) and \( t(c_j(T'')) = i_j - j \) for all \( j \).

**Proof.** Removing the twos of \( T \) corresponds to multiplying \( \pi \) by cycles on the right as in the proof of Proposition 3.3. Removing the EN zeroes corresponds to multiplying \( \pi \) by cycles on the left. These processes are commutative. We can then compute irc and interpret the cycles moving from left to right as NE twos and the other cycles as EN zeroes. \( \square \)

**Example 3.7.** The permutation \( \pi = 38265417 \) has \( A_{\text{EN}}(\pi) = 4 \) and \( A_{\text{NE}}(\pi) = 2 \). Its tableau is below to the right. Removing the EN zeroes and the twos gives the second tableau, which is the same as the second tableau in the previous example. Applying irc gives the third tableau, and inserting twos as before, as well as two EN zeroes by increasing column exit label 4 to 6 gives the final tableau of irc(\( \pi \)) = 71543862 to the right.

4. The \( A \leftrightarrow C \) bijection

Steingrímsson and Williams showed that \( A_{\text{NN}} + A_{\text{EE}} \) is equidistributed with \( C_{\text{NN}} + C_{\text{EE}} \). We would like to show this with a simple bijection, which exchanges these statistics while preserving \( A_{\text{NE}}, A_{\text{EN}} \) and \( \text{wex} \). We name this bijection \( \psi : \Gamma(\mathfrak{S}_n) \to \Gamma(\mathfrak{S}_n) \). To find \( \psi \), we need to keep track of the relative order of the exit labels of rows and columns.

**Theorem 4.1.** Algorithm 1 is an involution on permutation tableaux \( T \) such that \( T' = \psi(T) \) fulfills

- \( A_{\text{NN}}(\Phi(T')) + A_{\text{EE}}(\Phi(T')) = C_{\text{NN}}(\Phi(T)) + C_{\text{EE}}(\Phi(T)) \);
- \( C_{\text{NN}}(\Phi(T')) + C_{\text{EE}}(\Phi(T')) = A_{\text{NN}}(\Phi(T)) + A_{\text{EE}}(\Phi(T)) \);
- \( A_{\text{EN}}(\Phi(T')) = A_{\text{EN}}(\Phi(T)) \);
- \( A_{\text{NE}}(\Phi(T')) = A_{\text{NE}}(\Phi(T)) \);
- \( \text{sh}(T') = \text{sh}(T) \).
Algorithm 1: The bijection $\psi$

Data: $T$
Result: $T' = \psi(T)$.

$T' \leftarrow T$;
$S_c \leftarrow$ exit labels of the columns of $T$, sorted in descending order;
$S_r \leftarrow$ exit labels of the rows of $T$, sorted in ascending order;

for $i \leftarrow 1$ to $\lambda_1$ do
    $\text{inv}_{S_c(i)}(T') \leftarrow n - i - S_r(i) - |\{j : \text{ent}(r_j) > S_c(i)\}| - \text{inv}_{S_c(i)}(T)$;
end

for $i \leftarrow 1$ to $n - \lambda_1$ do
    $\text{inv}_{S_r(i)}(T') \leftarrow S_r(i) - i - |\{j : \text{ent}(c_j) \leq S_r(i)\}| - \text{inv}_{S_r(i)}(T)$;
end

Proof. It is clear that the proposed map is an involution, but there are three additional items for us to prove: that each tableau $T$ is a valid input, that the obtained tableau $T'$ is valid and finally that the statistics are transformed as stated. We take these matters in order.

In the rest of the proof, we will consider rows only, but the columns are treated analogously. Now, the maximal number of rows between the entry and the exit of the path with exit label $S_r(i)$ is $S_r(i) - i - |\{j : \text{ent}(c_j) \leq S_r(i)\}|$. Since $\text{inv}_{S_r(i)}$ is bounded from above by this number and from below by zero for both $T$ and $T'$, it is clear that each tableau $T$ is a valid input, and that $\psi(T)$ is a valid tableau.

Since we do not change the exit labels of the rows, except for their order, the value of $A_{EN}$ stays constant. By the argument that $\text{inv}_{S_r(i)}(T')$ stays within the given bounds, it follows that the shape and $A_{NE}$ does not change either. If $A_{EN} = A_{NE} = 0$, the total number of inversions for $T$ and $T'$ clearly is $(k - 1)(n - k)$, which shows that for this case, $A_{EE} + A_{NN}$ and $C_{EE} + C_{NN}$ must exchange. But since each increase in $A_{NE}$ or $A_{EN}$ decreases the number of inversions equally, the exchange must still hold. $\square$

If $\Phi(T)$ avoids the patterns 231 and 321 (in classical notation), then the exit labels of the columns in $T$ will be sorted in descending order (no inversions) and $i + S_r(i) + |\{j : \text{ent}(r_j) > S_c(i)\}| = n$. Thus, we get $\text{inv}_{S_c(i)}(\psi(T)) = \text{inv}_{S_c(i)}(T) = 0$. Similarly, $\text{inv}_{S_r(i)}(\psi(T)) = \text{inv}_{S_r(i)}(T) = 0$. Hence, $\psi(T) = T$.

Let the extended diagonal be the usual main diagonal followed to the right by the remainder of the lowest row extending past the main diagonal. It is not too hard to deduce the following special cases of the $\psi$ involution.

Corollary 4.2. For $T$ such that $A_{EN}(T) = A_{NE}(T) = 0$, we get

$$z(\text{col}(i, \psi(T))) + z(\text{col}(i, T)) = \text{inv}(\text{col}(i, \psi(T))) + \text{inv}(\text{col}(i, T)) = \min(i, \text{wex}(\Phi(T))) - 1,$$

where $\min(i, \text{wex}(\Phi(T))) - 1$ is the number of cells above the extended diagonal in column $c_i$, and

$$z(\text{row}(i, \psi(T))) + z(\text{row}(i, T)) = \text{inv}(\text{row}(i, \psi(T))) + \text{inv}(\text{row}(i, T)) = n - \max(i, \text{wex}(\Phi(T))),$$

where $n - \max(i, \text{wex}(\Phi(T)))$ is the number of cells to the left of the extended diagonal in row $r_{n-i+1}$.

Example 4.3. Consider the permutation $\pi = 76813524$ with tableau as below. The number of initial zeroes is zero for exit labels 1, 2, 4, one for 3 and two for 5. Hence, in $\psi(T)$ we get $z(\text{col}(5)) = 2 - 2 = 0$, $z(\text{col}(4)) = 2 - 0 = 2$, $z(\text{col}(3)) = 2 - 1 = 1$, $z(\text{col}(2)) = 1 - 0 = 1$ and $z(\text{col}(1)) = 0 - 0 = 0$. 

\[ \begin{array}{cccccc}
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
\end{array} \]
Corollary 4.4. Consider any tableau $T$ such that $A_{NN}(T) = A_{EE}(T) = A_{EN}(T) = 0$. Then, the tableau of $\psi(T)$ contains only zeroes and the extended diagonal filled with ones, possibly pushed up by the south-east border.

Example 4.5. For the permutation 671283945, the tableaux $T = \Phi(\pi)$ and $\psi(T)$ become

$$
\begin{array}{cccc}
4 & 2 & 5 & 3 \\
7 & \bullet & \bullet & \bullet \\
6 & \bullet & \bullet & \bullet \\
8 & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\quad
\begin{array}{cccc}
5 & 1 & 3 & 4 \\
8 & \bullet & \bullet & \bullet \\
6 & \bullet & \bullet & \bullet \\
7 & \bullet & \bullet & \bullet & \bullet \\
\end{array}
$$

Corollary 4.6. Consider any tableau $T$ such that $A_{NN}(T) = A_{EE}(T) = A_{NE}(T) = 0$, and split it in a lower part consisting of the bottom row, a left part where coordinates $(i,j)$ satisfy $i - j \geq n - 2\lambda_1$ and $i < n - \lambda_1$ and an upper part where $\lambda_1 + i - j < n - \lambda_1$. Then, $\text{inv}(c_i(\psi(T)))$ equals the number of ones in column $i$ in the left part and $\text{inv}(r_i(\psi(T)))$ the number of ones in row $i$ in the upper part of $T$.

Example 4.7. The permutation $\pi = 157923468$ fulfills the conditions of the previous corollary. We take its tableau and split it.

$$
\begin{array}{cccc}
8 & 6 & 4 & 3 \\
1 & \bullet & \bullet & \bullet \\
5 & \bullet & \bullet & \bullet \\
7 & \bullet & \bullet & \bullet & \bullet \\
9 & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\quad
\begin{array}{cccc}
1 & 4 & 5 & 3 \\
9 & \bullet & \bullet & \bullet & \bullet \\
8 & \bullet & \bullet & \bullet \\
6 & \bullet & \bullet & \bullet \\
7 & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\quad
\Rightarrow
\begin{array}{cc}
\bullet & \bullet \\
\bullet & \bullet \\
\bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet \\
\end{array}
$$
The number of ones in the left part is, from the left, 0, 1, 2 and 1, and the number of ones in the upper part is, from above, 0, 2 and 1. Thus, the permutation becomes 197543628, with two inversions on 5 and one on 7, and similarly for the columns.

5. Tableaux of restricted permutations

In this section, we will enumerate some restricted sets of permutations whose 1-hinge tableaux have the maximum number of essential 1s as a first step in determining the distribution of restricted permutations according to the number of the essential 1s of their associated tableaux. Let $M_n$ denote the set of permutations in $\mathfrak{S}_n$ whose 1-hinge tableaux have $n - 1$ essential 1s (i.e. the maximum number). As we noted in the introduction, not every set of pattern restrictions refines well by the essential 1s statistic, so we find analyze some of the “nicer” cases here.

Definition 5.1. We say that a permutation $\sigma \in \mathfrak{S}_n$ contains a pattern $\tau$ if $\tau$ is a permutation order-isomorphic to a subsequence of $\sigma$. If $\sigma$ does not contain the pattern $\tau$, then we say that $\sigma$ avoids $\tau$. We denote the set of $\tau$-avoiding permutations in $\mathfrak{S}_n$ by $\mathfrak{S}_n(\tau)$. Given a set of patterns $T$, we let $\mathfrak{S}_n(T)$ be the set of permutations avoiding all patterns in $T$.

Similarly, given a pattern (or a set of patterns) $\tau$, let $M_n(\tau)$ denote the set of permutations in $\mathfrak{S}_n(\tau)$ whose 1-hinge tableaux have $n - 1$ essential 1s, i.e. a single doubly essential 1 (i.e. both the leftmost 1 in its row and the topmost 1 in its column). We then proceed to determine the structure of these tableaux to prove some enumerative results.

We note that, for simplicity, the patterns here are denoted the “old” way, without using the newer generalized-pattern hyphenation notation.

Remark 5.2. Note that any permutation $\pi \in M_n$ must have a 1 in upper left corner of its corresponding 1-hinge tableau. In particular, this implies that $\pi(1) > \pi(n)$. Also, the 1-hinge tableau of $\pi$ must contain at least one 1 in every row, and hence $\pi$ does not have fixed points.

Theorem 5.3. The number of permutations in $M_n(132, 231)$ (resp. in $M_n(213, 312)$) whose 1-hinge tableaux have $k$ rows (resp. $k$ columns) is equal to

$$2^{k-1} \binom{n-k-1}{k-1} - 2^{k-2} \binom{n-k-2}{k-2}.$$  

Proof. Any permutation in $\pi \in \mathfrak{S}_n(132, 231)$ can be written as $\pi = \pi'1\pi''$, where $\pi'$ is a decreasing sequence and $\pi''$ is an increasing sequence. Thus, either $n = \pi(1)$ or $n = \pi(n)$, so by Remark 5.2, we have $n = \pi(1)$ for $\pi \in M_n(132, 231)$. Therefore, the leftmost column of the 1-hinge tableau $T$ of $\pi$ contains a 1 only in the first row. We also conclude that $n - 1 = \pi(2)$ or $n - 1 = \pi(n)$. In addition, since $\pi$ is a derangement and $n = \pi(1)$, it follows that $\pi(n-1) < n-1$, so $n-1$ is a column label in $\pi$.

From this, we can conclude that the first $k < \pi^{-1}(1)$ positions are excedances, and the remaining ones are deficiencies, so the shape of $T$ is a $k \times (n-k)$ rectangle. Further, $\text{ext}(r_i) > \text{ext}(r_{i+1})$, $\text{ext}(r_k) = \pi(k) > \pi(k+1) = \text{ext}(c_{n-k})$ and $\text{ext}(c_i) > \text{ext}(c_{i+1})$ for $i \geq m$, where $m$ is the column with exit label 1. We can thus conclude that $z(r_i) = n - \text{ext}(r_i)$, as well as $z(c_i) = \text{ext}(c_i) - 1$ for $i > m$ and zero otherwise. The 1s in the tableau are thus on a northwest-southeast directed band so that no 1 has only 0s in both its row and its column.

To determine such a tableau, we need to determine for each row the leftmost and rightmost position. The leftmost position in $r_i$ is at least one more than in row $r_{i-1}$, since $z(r_i) = n - \text{ext}(r_i) > n - \text{ext}(r_{i-1}) = z(r_{i-1})$, and the rightmost position changes by at most one, since two adjacent columns cannot share the same number of zeroes to the right of $m$. Further, the leftmost one of the first row and the rightmost one of the last row are fixed.

Thus, we need to pick a subset of $k - 1$ columns among all columns but the first one to get the leftmost positions in rows 2 to $k$, and for each of the first $k - 1$ rows, we need to determine if the rightmost 1 should be to the left of the row below or not. The number of such choices is $2^{k-1} \binom{n-k-1}{k-1}$. However, we cannot leave a 1 in the southeast corner with no other 1s above it or to its left, so all such tableaux must be removed. They are counted by $2^{k-2} \binom{n-k-2}{k-2}$, and we are done.
Theorem 5.4. If \( M_{n}^{k}(123,213) \) is the set of permutations in \( M_{n}(123,213) \) with \( k \) nonessential 1s, then

\[
|M_{2n}^{k}(123,213)| = a(2n - 2, k) + a(2n - 3, k),
\]

\[
|M_{2n+1}^{k}(123,213)| = 2a(2n - 2, k) + a(2n - 3, k),
\]

where \( a(n,k) = A037027(n,k) \), the \( k \)th entry in row \( n \) of the Fibonacci-Pascal triangle.

Proof. Let \( \pi \in M_{n}^{k}(123,213) \) and let \( T = \Phi^{-1}(\pi) \) be its permutation tableau. Simply avoidance of the both pattern implies the following: \( n = \pi(1) \) or \( n = \pi(2) \), and \( \pi(n) = 1 \) or \( \pi(n) = 2 \). Also, if \( \pi(1) = n \) and \( \pi(n) = 1 \), then the top row (labeled 1) and leftmost column (labeled \( n \)) of \( T \) both have a single 1 in the top left cell (labeled \( (1,n) \)). Thus, the cell labeled \( (2,n-1) \) in the second row from the top and next-to-leftmost column is also a doubly essential 1, and hence, \( \pi \) does not have the maximum number of essential 1s. Therefore, either \( \pi(2) = n \) and \( \pi(n) = 1 \), or \( \pi(1) = n \) and \( \pi(n) = 2 \), or \( \pi(2) = n \) and \( \pi(n) = 2 \).

Case 1. Let \( n \geq 3 \), \( \pi(n) = 1 \) and \( \pi(2) = n \). Since \( \pi(n) = 1 \), the top row has a single 1 in the leftmost column. Since \( \pi(2) = n \), the leftmost column has a 1 in row 2 and no 1s below it. Thus, we have

\[
\begin{array}{|c|}
\hline
\bullet \\
\bullet \\
T' \\
\hline
\end{array}
\]

Let \( T' \) be the tableau obtained by removing the top row and leftmost column of \( T \). Then, for \( T \) to have the maximum number of 1s, \( T' \) must also have the maximum number of essential 1s, and in particular, an essential 1 in the top left corner. Moreover, the nonessential 1s of \( T' \) are exactly the nonessential 1s of \( T \). Let \( \pi' = \Phi(T') \), then \( \pi(1) = \pi'(1) + 1 \), \( \pi(2) = n \), \( \pi(i) = \pi'(i - 1) + 1 \) for \( 3 \leq i \leq n - 1 \), and \( \pi(n) = 1 \). In other words, \( \pi' \) is obtained from \( \pi \) by removing 1 and \( n \) and subtracting 1 from each of the remaining values. Hence, \( \pi' \in M_{n-2}^{k}(123,213) \).

Case 2. Let \( n \geq 3 \), \( \pi(2) = n \) and \( \pi(n) = 2 \). Since the leftmost column has 1s in the rows 1 and 2, any 1 in row 1 induces a (nonessential) 1 in the cell directly below it. Since \( \pi(n) \neq 1 \), there is at least one 1 in the top row in addition to the 1 in the leftmost cell. Suppose the second leftmost 1 in the top row is in column labeled \( \pi \). Then the path starting south at column \( n \) turns east at cell \( (1,n) \), south at \( (1,i) \), and east at \( (2,i) \). Since \( \pi(n) = 2 \), that path exits the tableau at row 2, so there are no 1s in row 2 to the right of column \( i \). Hence, there are also no 1s in row 1 to the right of column \( i \), so \( \pi(i) = 1 \) and row 1 has, in fact, only two 1s, in the leftmost column and in column \( i \). Let \( T' \) be the tableau obtained by removing the top row and leftmost column of \( T \). Then, just as in the previous case, it is easy to see that \( T \) has exactly one more nonessential 1 than \( T' \), namely, the 1 in the cell labeled \( (2,i) \). Moreover, \( T' \) also has the maximum number of essential 1s, and \( \pi' = \Phi(T') \) is obtained by deleting 2 and \( n \) from \( \pi \) and subtracting 1 from each remaining value except 1. Therefore, \( \pi' \) also avoids patterns 123 and 213, and hence, \( \pi' \in M_{n-2}^{k-1}(123,213) \).

Case 3. Let \( n \geq 3 \), \( \pi(1) = n \) and \( \pi(n) = 2 \). Since \( \pi(1) = n \), the leftmost column of \( T \) contains a single 1 in the top row. Therefore, the leftmost column cannot be longer than the column to its right, and hence the second leftmost column has label \( n - 1 \). Since \( T \) has the maximum number of essential 1s and 0 in cell \( (2,n) \), either \( n = 3 \) and \( \pi = 312 \) or there must be a 1 in the cell \( (2,n-1) \). Thus, the path starting south at column \( n \), turns east at cell \( (1,n) \), then again south at \( (1,n-1) \), and so passes through cell \( (2,n-1) \). Since \( \pi(n) = 2 \), this means that \( T \) has a 1 in the cell \( (2,n-1) \) and only 0s to its right. Hence, this is the single 1 in row 2, so either \( n = 4 \) and \( \pi = 4312 \) or \( n \geq 5 \) and \( T \) must have a 1 in the cell \( (3,n-1) \). Also, the fact that row 2 has no 1s to the right of row \( n - 1 \) means that row 1 has no 1s to the right of column \( n - 1 \), so \( \pi(n-1) = 1 \). Finally, since \( \pi(1) = n \) and \( \pi \) avoids patterns 123 and 213, we must have \( n - 1 = \pi(2) \) or \( n - 1 = \pi(3) \). Since column \( n \) has no 1s other than in top row, \( \pi(i) = n - 1 \) implies that \( i \) is the lowest row with a 1 in column \( n - 1 \). Since there is a 1 in cell \( (3,n-1) \), we must have \( n - 1 = \pi(3) \), so there are no 1s in column \( n - 1 \) below row 3. Therefore, either \( n = 5 \) and \( \pi = 53412 \) or \( n \geq 6 \) and there is a 1 in cell \( (3,n-2) \).
Let $\pi' = \Phi(T')$. Then $T'$ has the maximum number of essential 1s and the same number of nonessential 1s as $T$, and $\pi(1) = n$, $\pi(2) = \pi'(1) + 2$, $\pi(3) = n - 1$, $\pi(i) = \pi(i - 2) + 2$ for $4 \leq i \leq n - 2$, and $\pi(n - 1) = 1$, $\pi(n) = 2$. In other words, $\pi'$ is obtained from $\pi$ by deleting $n, n - 1, 1, 2$ at positions 1, 3, $n - 1, n$, respectively, and subtracting 2 from each of the remaining values. Therefore, $\pi'$ also avoids 123 and 213, so $\pi' \in M_{n-4}^k(123, 213)$.

Thus, it is easy to see that $f(n, k) = |M_n^k(123, 213)|$ satisfies the recurrence relation
\begin{equation}
(5.1) \quad f(n, k) = f(n - 2, k) + f(n - 2, k - 1) + f(n - 4, k)
\end{equation}

with initial values $f(0, 0) = 1$, $f(1, 0) = 1$, $f(2, 0) = 1$, $f(3, 0) = 2$, $f(3, 1) = 0$, $f(4, 0) = 2$, $f(4, 1) = 1$, and $f(n, k) = 0$ if $k < 0$ or $k > (n - 2)/2$ for $n \geq 2$. Routine application of generating functions now yields the theorem.

\begin{corollary}
\begin{align*}
|M_n(123, 213)| &= \sum_{n=0}^{\infty} f(n, k), \quad n \geq 0.
\end{align*}
\end{corollary}

\begin{proof}
Let $g(n) = |M_n(123, 213)|$. Then $g(n) = \sum_{k=0}^{\lfloor n/2 \rfloor} f(n, k)$, so summing Equation (5.1) over $k$, we get
\begin{equation}
(5.2) \quad g(n) = 2g(n - 2) + g(n - 4), n \geq 4,
\end{equation}
and $g(0) = 1, g(1) = 1, g(2) = 1, g(3) = 2$, which implies the first equality in the theorem.
\end{proof}

We can refine this result differently as follows.

\begin{theorem}
Let $M_n^k(123, 213; k)$ be the set of permutations in $M_n(123, 213)$ that start with the letter $k$. Then, for $1 \leq k \leq n \leq 2k + 3$, we have
\begin{align*}
|M_n(123, 213)| &= 2^{n-k} A002965(2k - n - 3) \quad (\text{see } [9]), \quad n \geq 4, \quad |n/2| + 2 \leq k \leq n, \\
|M_n(123, 213; k)| &= 1, \quad (n, k) \in \{(1, 1), (2, 2), (3, 3), (3, 2)\}.
\end{align*}
\end{theorem}

\begin{proof}
Let $g(n, k) = |M_n(123, 213; k)|$, and let $g_1(n, k), g_2(n, k)$ and $g_3(n, k)$ be the number of permutations in $M_n(123, 213; k)$ that fall, respectively, into Case 1, 2 or 3 of the proof of Theorem 5.4, so that $g(n, k) = g_1(n, k) + g_2(n, k) + g_3(n, k)$. Then $g_3(n, k) = 0$ for $k < n$, $g_1(n, k) = 0$ for $k = 1, 2, n$, and $g_2(n, k) = 0$ for $k = 1, 2, n$. Moreover, for $k \geq 3$, there is a bijection between the permutations in Case 1 and Case 2, and it is simply the transposition of values 1 and 2. Hence, $g_2(n, k) = g_1(n, k)$ for $k \geq 3$. (Recall also that either 1 or 2 is the rightmost value in Cases 1 and 2.) As in the proof of Theorem 5.4, given a permutation $\pi \in M_n(123, 213; k)$ for $k \geq 3$, we can delete values $n$ and $\pi(n)$ (recall that $\pi(n) = 1$ or $\pi(n) = 2$) and subtract 1 from each value except 1 to obtain a permutation in $M_{n-2}(123, 213; k - 1)$. Hence,
\begin{align*}
(5.3) \quad g(n, k) = 2g(n - 2, k - 1), \quad 3 \leq k < n.
\end{align*}

Likewise, if $k = n$, then $g(n, n) = g_3(n, n)$, and there is a bijection $M_n(123, 213; n) \rightarrow M_{n-4}(123, 213)$ defined by deleting values $n, n - 1, 1, 2$ and subtracting 2 from the remaining values. Since for $\pi \in M_n(123, 213; n)$ we have $n = \pi(1), n - 1 = \pi(3), 1 = \pi(n - 1)$ and $2 = \pi(n)$, it follows that $3 \leq \pi(2) \leq n - 2$, so
\begin{align*}
g(n, n) &= g_3(n, n) = \sum_{k=3}^{n-2} g(n - 4, k - 2) = \sum_{k=1}^{n-4} g(n - 4, k) = g(n - 4)
\end{align*}
for \( n \geq 4 \). Note also that \( g(n) = 1 \) for \( n = 0, 1, 2 \), and \( g(3) = 2 \). Therefore,

\[
g(n, k) = 2^{n-k} g(n - 2(n - k), k - (n - k)) = 2^{n-k} g(2k - n, 2k - n) = 2^{n-k} g(2k - n - 4).
\]

Note that \( g(n, k) > 0 \) if and only if \( 2k - n - 4 \geq 0 \), i.e. if and only if \( k \geq \lfloor n/2 \rfloor + 2 \). This implies the second equality in the theorem.

\[ \text{Theorem 5.7.} \quad \text{For any } n \geq 1, \]

\[
|M_n(132, 213)| = \begin{cases} 3^m - 1 & \text{if } n = 2m + 1, m \geq 0, \\ 2 \cdot 3^m - 1 & \text{if } n = 2m + 2, m \geq 0. \end{cases}
\]

In fact, if \( M_n(132, 213; k) \) is the set of permutations in \( M_n(132, 213) \) that start with \( k \), then

\[
|M_n(132, 213; k)| = 2^{k-2} \quad \text{if } n = 2m \text{ or } n = 2m + 1, m \geq 0, 2 \leq k \leq m + 1,
\]

\[
|M_n(132, 213; m + 2 + k)| = 3^k \cdot 2^{m-k} \quad \text{if } n = 2m \text{ or } n = 2m + 1, m \geq 0, 0 \leq k \leq n - m - 2.
\]

\[ \text{Proof.} \quad \text{Permutations avoiding patterns 132 and 213 are exactly decreasing sequences of increasing blocks, e.g. } \{5673421\}. \text{ Such permutations are called reversed layered permutations and their blocks (denoted by hats in our example) are called reversed layers. It is easy to see that in any such permutation all excedances precede all deficiencies, so the tableau of any } \pi \in S_n(132, 213) \text{ has no 2s (i.e. its shape is a rectangle). Note also that since } \pi \in M_n(132, 213) \text{ cannot have any fixed points, it must have at least two reversed layers.}
\]

Now we claim that if \( \pi \in S_n(132) \) and the tableau of \( \pi \) has rectangular shape, then the lowest 1 in its leftmost column is either in the top row or in the same row as the lowest 1 in the second column. Indeed, if not, then \( n - 1 \) is to the right of \( n \), which in turn is to the right of \( \pi(1) \), so \( \pi(1) \neq n - 1 \), and hence \( (\pi(1), n, n - 1) \) is an occurrence of pattern 132 in \( \pi \). Moreover, all 1s in the top row (i.e. row 1) of the tableau of \( \pi \) are to the left of all 0s. (Indeed, if not, then there are columns labeled \( i < j < k \), such that columns \( i \) and \( k \) contain two consecutive 1s in the top row, and column \( j \) contains a 0 in the top row. But then \( \pi(i) < \pi(k) < \pi(j) \), so \((\pi(i), \pi(j), \pi(k)) \) is an instance of pattern 132 in \( \pi \)).

Likewise, if \( \pi \in S_n(213) \) and the tableau of \( \pi \) has rectangular shape, then the rightmost 1 in row 1 is either in the leftmost column or in the same column as the rightmost 1 of the second row. (Otherwise, \( \pi \) would contain a subsequence \((2, 1, \pi(n)) \) with \( \pi(n) \geq 3 \).) Similarly, all 1s in the leftmost column of the tableau of \( \pi \) must be above all 0s. (Again, if not, then there are rows labeled \( i < j < k \), such that rows \( i \) and \( k \) contain two consecutive 1s in the leftmost column, and column \( j \) contains a 0 in the leftmost column. But then \( \pi(j) < \pi(i) < \pi(k) \), so \((\pi(i), \pi(j), \pi(k)) \) is an instance of pattern 213 in \( \pi \).)

Now suppose \( \pi \in M_n(132, 213) \). Then we cannot have a single 1 both in the top row and the leftmost column, or else there would be another doubly essential 1 in row 2 and column labeled \( n - 1 \) (i.e. second column from the left).

Furthermore, note that deleting the row 1 and column \( n \) (the leftmost column) from the tableau \( \Phi(\pi) \) of \( \pi \) is equivalent to deleting values \( n \) and 1 from \( \pi \) and subtracting 1 from the remaining entries. It is easy to see that doing so to a reversed layered permutation \( \pi \in S_n(132, 213) \) yields another reversed layered permutation \( \pi' \in S_{n-2}(132, 213) \). Moreover, it follows from the discussion above that \( \pi \) and \( \pi' \) have the same number of essential 1s unless the 1 in the top left cell is the only one both in its row and in its column. Therefore, \( \pi \in M_n(132, 213) \) if and only if \( \pi' \in M_{n-2}(132, 213) \) or \( \pi' = id_{n-2} = 12 \ldots n - 2 \) (recall that \( \pi' \in M_n \) cannot have a single reversed layer).

Conversely, given a permutation \( \pi' \in M_{n-2}(132, 213) \), one can obtain \( \pi \) from \( \pi' \) as follows: add 1 to each value of \( \pi' \) and call the resulting string \( \pi' + 1 \), then insert 1 either just before the last reversed layer of \( \pi' + 1 \) (thus extending the last reversed layer) or at the end (thus creating a new last reversed layer), then insert \( n \) either at the beginning of \( \pi' + 1 \) (thus creating a new first reversed layer) or at the end of the first reversed layer of \( \pi' + 1 \) (thus extending the first reversed layer). This yields 3 ways of producing \( \pi \) from \( \pi' \neq id_{n-2} \). In two of those cases, we have \( \pi(1) = \pi'(1) + 1 \), and in the remaining third case, \( \pi(1) = n \).

Similarly, if \( \pi = id_{n-2} \) then there are only 2 ways to produce \( \pi \in M_n \): we must insert \( n \) at the beginning and 1 at position 2 to get \( \pi = \hat{n} 12 \ldots n - 1 \), or insert \( n \) at position \( n - 1 \) and 1 at position \( n \) to get \( \pi = 23 \ldots n - 1 \hat{1} \).
Now let $h(n) = |M_n(132, 213)|$ and $h(n, k) = |M_n(132, 213; k)|$. Then $h(n, 1) = 0$ for $n \geq 2$, and for $n \geq 3$
\[
\begin{align*}
    h(n) &= 3h(n - 2) + 2, \\
    h(n, 2) &= 1, \\
    h(n, k) &= 2h(n - 2, k - 1), \quad 2 < k < n, \\
    h(n, n) &= h(n - 2) + 1.
\end{align*}
\]

This, together with the initial conditions $h(2) = 1$, $h(3) = 2$, yields the desired result. □
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