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Abstract—The problem of gas detection is relevant to many real-world applications, such as leak detection in industrial settings and surveillance. In this paper we address the problem of gas detection in large areas with a mobile robotic platform equipped with a remote gas sensor. We propose a novel method based on convex relaxation for quickly finding an exploration plan that guarantees a complete coverage of the environment. Our method proves to be highly efficient in terms of computational requirements and to provide nearly-optimal solutions. We validate our approach both in simulation and in real environments, thus demonstrating its applicability to real-world problems.

I. INTRODUCTION

The problem of detecting gases and mapping their concentration is relevant to different applications, such as gas leak detection in industrial areas, surveillance of areas where hazardous gases might be present and pollution monitoring in cities. In the past decades, stationary sensor networks have been largely used to address this problem. Typically, the sensors used are relatively inexpensive, readily available and light weight, but they have to be directly exposed to the target gases (i.e., in-situ sensing), which means that they provide a point measurement where they are positioned \cite{1}. The nature of the sensors used entails that gas emissions could go undetected due to sparse measurements and that, whenever there are changes to the environment where the network is placed, a new, time-consuming deployment could be required.

More recently, mobile robots equipped with gas sensors have proven to be valuable instruments for gas detection and mapping \cite{2}, \cite{3}, as they can flexibly adapt to complex outdoor and indoor environments. Moreover, their use has become even more appealing since the introduction of sensors which are capable of detecting gases remotely. For instance, sensors based on tunable diode laser absorption spectroscopy (TDLAS) \cite{4} allow for ranged sensing up to considerable distances. However, compared to in-situ sensors, they are larger and more expensive. Thus, they cannot be distributed in large numbers in the environment, but they are suitable to be used on-board a mobile platform.

Here, we address the problem of gas detection in complex indoor and outdoor environments. More specifically, we focus on quickly generating efficient exploration plans for a mobile robot equipped with a ranged gas sensor. Scanning an area with a remote gas sensor is a time- and energy-consuming action and, therefore, the number of such actions as well as the distance covered by the robot should be minimized, in order to save battery and quickly complete the exploration. The contribution of this paper is twofold: First, we propose a new convex relaxation method for quickly generating efficient exploration strategies. Second, we experimentally evaluate our approach, both in simulation and with a robot in two real-world scenarios.

II. RELATED WORK

Mobile robot olfaction – the use of robots for mobile gas sensing – can provide more flexibility compared to fixed sensor networks \cite{5}, and has been successfully used in different tasks, such as mapping gas distributions \cite{3} and leak detection \cite{6}. However, the problem of efficiently generating plans for gas detection in large environments has been overlooked. A common approach in current state of the art is to program the robotic platforms to follow pre-defined exploration paths or to reactively navigate in the area of interest. Such exploration plans should be time- and energy-efficient, taking into account both the sensing actions and the distance traveled by the robot. This, intuitively speaking, corresponds to solving a combination of a Watchman Route Problem (that is, the problem of computing the shortest route to guard a known area) and an Art Gallery Problem (that is, selecting the minimum number of observation points to completely observe a known area). Finding an optimal solution to the combined problem is obviously a daunting task. In \cite{7}, the authors use an approximation method to
find a bounded suboptimal solution which considers both traveling time and sensing time with respect to a pre-defined set of sensing positions. However, the problem of selecting the initial set of sensing positions remains open and the approach presents scalability issues when the cardinality of the set is increased.

In the past decades, there has been extensive work on problems which are closely related to the one addressed in this paper. Ignoring the cost associated to sensing actions, our problem could be reduced to the Generalized Covering Salesman Problem [8], whose instances are solved by generating paths from which the whole environment can be observed. A similar problem is solved in [9], where an approach based on mixed integer linear programming is used for finding a surveillance route for a mobile camera.

Neglecting the cost associated to the movements of the robot, our problem could be reduced to an Art Gallery Problem [10] or to a View Planning Problem [11]. The art gallery problem is NP-hard in its most common variants and view planning is isomorphic to the Set Covering Problem [12], a well-known NP-complete problem. This family of problems has been extensively studied over the past decades [13], [14], but the algorithms proposed for optimal solutions are effective under restricted assumptions, such as not considering occlusions in the field of view of the sensors [15], or work only when the number of possible sensing positions is relatively small [16], [17]. There exist, however, efficient algorithms for calculating approximated solutions [18] for problem instances with a large number of possible sensing positions. The solutions described above, however, present two major drawbacks in our context: First, they are mostly concerned with camera placement problems, which means that they rarely consider limited field of view; second, they do not consider the cost of moving from one sensor position to the next. On the other hand, assuming known sensing positions, we would still need to solve a shortest path problem which connects all the sensing positions. This is a well-known NP-hard problem, but it is possible to optimally solve very large TSP instances, with thousands of locations [19].

A viable solution for a broad range of applications is to first solve an art gallery problem, and then calculate the shortest tour among the selected sensing positions by solving a TSP [20]. However, to the best of our knowledge, all the algorithms proposed rely on simplifying assumptions on the field of view of the sensors (e.g., $360^\circ$ or unrestricted). More important still, the solution of an art gallery problem for a large number of candidate sensing positions with overlapping fields of view remains computationally challenging. By contrast, in our approach, we use re-weighted convex relaxation in addition to the combinatorial method to scale up the size of the problems we can tackle.

## III. Problem Definition

In our application scenario, we assume that the gas, if present, can be detected near ground level. This assumption holds in many real world applications, such as the detection of methane leaks at landfill sites. Also, we assume a static environment with no major changes in the distribution of the concentration fluctuations around the mean. Gas sensing is then carried out using a mobile robot equipped with an actuated TDLAS remote gas sensor (Fig. 2(a)). TDLAS sensors report integral concentration measurements only along a narrow beam that is emitted by the sensor’s transceiver (Fig. 2(b)). Thus, in order to increase the sensor’s field of view, a pan-tilt unit is used to aim the sensor’s transceiver in different orientations generating, in this way, semi-circular measurement sectors of angle $\phi$ and radius $r$ (Fig. 4(a)).

Given a map of the environment in which we need to assess the presence of a specific gas, we divide it into a Cartesian grid, thus obtaining a set $\mathcal{A}$ of $n$ cells of identical size: $\mathcal{A} = \{a_1, \cdots, a_n\}$. The set of all cells $\mathcal{A}$ is partitioned into subsets $\mathcal{O}$ and $\mathcal{S}$, where $\mathcal{O}$ includes all the cells which contain an obstacle and therefore (1) are not traversable by the robot, and (2) can stop the beam of the gas sensor. $\mathcal{S}$ includes all the cells which do not contain obstacles and are therefore traversable by the robot. A solution to the detection problem is an obstacle free closed path, or tour, within the map that the robot can traverse and a set of sensing actions along the tour which enable the robot to sense every cell in $\mathcal{S}$. We limit the movement of the robot between a finite set of poses $\mathcal{P}$. Each $p_j \in \mathcal{P}$ is defined by a two-tuple $(a_j, \theta_j)$, where $a_j \in \mathcal{S}$ and $\theta_j \in \Theta$. $\Theta$ is a finite set of allowed orientations, equally spaced between $[0, 2\pi)$. Thus, for $\Theta = \{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$, the movements of the robot can be captured by a directed graph like the one represented in Fig. 3. Note that the robot position within a cell corresponds to its center, regardless of the orientation. Here, we assume that the movements of the robot are limited to forward motions and rotations.

In our problem definition, we use $t^r$ as measure of cost. Given the times $t^+$, representing the time necessary to rotate $2\pi/|\Theta|$, and $t^r$, the cost associated to moving to the adjacent cell, the movement time $t^m_{p_i \rightarrow p_j}$ from $p_i$ to $p_j$ can be easily calculated by finding the shortest path on the movement graph, where each rotation edge has a weight of $t^r$ and every edge leading to a different cell has a weight.
of $t^c$. With this decomposition, and with a knowledge of the terrain in each cell, it would be straightforward to express the cost of movement in terms of battery consumption.

We can now define a candidate sensing configuration on the movement graph described above. A candidate sensing configuration corresponds to a possible sensing action of the robot in a specific pose $p$, that is, it represents the possibility of performing a sensing action over a well defined area. Formally:

**Definition 1:** A candidate sensing configuration $c_i$ is defined as a tuple $(p_i, \phi_i, r_i)$, where $p_i \in \mathcal{P}$, $\phi_i$ is the central angle of a circular sector and $r_i$ its radius.

Hence, a candidate sensing configuration $c_i$ would allow the robot positioned in $p_i$ to scan a circular sector of central angle $\phi_i$ and radius $r_i$, as shown in Fig. 4(a). Because of obstructions, not all the cells in the circular sector would be necessarily observable.

Let us define $\mathcal{C}_P$ as the set of all candidate configurations defined over a set of robot poses $\mathcal{P}$. We can then define the visibility function $v_P : \mathcal{C}_P \rightarrow 2^{\mathbb{Z}}$, such that $v_P(c)$ denotes the set of cells $c \in S$ visible from $c$. We define $v_P$ so that a cell $k$ is considered visible to a sensing configuration $c_i$ if the line segment connecting the centers of $c_i$ and $k$ is in the circular sector of $\phi_i$ and $r_i$, and does not intersect any occupied cell, as shown in the example in Fig. 4(b). The cost associated to perform a sensing action in a candidate sensing configuration $c$ is $t^c_c$ and it depends on the central angle $\phi$ associated with $c$.

**IV. SENSOR PLANNING**

We adopt a decoupled approach to solve our problem: First, we select a minimum set of candidate sensing configurations from which all cells in $S$ are visible; then, we solve a Traveling Salesman Problem to find the shortest tour which connects them. An example of these steps is detailed in Fig. 1. While the opposite approach of first computing a minimum cost traveling route and then minimizing the sensing time by selecting the configurations along the path is possible, it has been shown in [21] that this approach does not scale well to realistic map sizes.

![Fig. 3. The graph captures the allowed movements of the robot on a grid map when $\Theta = \{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$ and only forward movements are allowed. Small circles indicate the poses where the robot can stop (the internal arrow indicates the orientation of the robot) and the directed edges its allowed movements. Note that in the figure the poses do not correspond to the centers of the cells, but this is only for clarity reasons.](image)

![Fig. 4. (a) A candidate sensing configuration $c$ allows the robot to scan a circular sector of central angle $\phi$ and radius $r$. (b) $v_P(c)$ is the visibility function which defines which are the cell that are observable from candidate sensing configuration $c$.](image)

We find the minimum set of candidate sensing configurations by solving the following integer linear programming problem:

\[
\begin{align*}
\text{minimize} \quad & C^T T_s \\
\text{subject to} \quad & VC \succeq 1 \\
& C \in \{0, 1\}
\end{align*}
\]

Where $C$ is an ordered column vector of cardinality $|\mathcal{C}_P|$ whose elements are binary variable representing if a given candidate sensing configuration is selected or not, and $T_s$ is a column vector of size $|\mathcal{C}_P|$ representing the sensing cost associated to each candidate sensing configuration ($T_s[i] = t^s_c$).

Eq. 1b requires that each cell $a_i \in S$ is visible from at least one of the candidate sensing configurations selected in the solution. Given the problem definition, we can calculate $V$ as a binary matrix of size $n \times |\mathcal{C}_P|$, where $n$ is the number of cells in the problem. In particular:

\[
V[a, c] = \begin{cases} 
1 & \text{if } a \in v_P(c) \\
0 & \text{otherwise}
\end{cases}
\]

To generate a shortest length tour, we find a minimum path between selected sensing configurations using the movement graph and then apply the Repetitive Nearest-Neighbor Algorithm [22] to calculate a Hamiltonian cycle.

**V. OPTIMIZATION WITH CONVEX RELAXATION**

To solve the discrete problem of finding the set of sensing configurations that covers the whole environment at minimum cost, we propose an iterative convex relaxation method. Our algorithm cone-SPP for Sensor Placement Problems drastically reduces the discrete combinatorial search through an initial convex optimization in continuous space.

The general problem is NP-hard and corresponds to $\ell_0$-minimization. Solutions are binary vectors of variables, which describe configurations that are part of the solution. For all but relatively small problems, combinatorial explosion renders $\ell_0$-minimization infeasible. For larger problems $\ell_1$-minimization is a feasible alternative but the solution is not
any longer a binary vector. In the best case the discrete minimum equals the continuous minimum. In general, however, the discrete solution is worse. Thus, the continuous minimum provides a lower bound for the minimum number of discrete sensing configurations.

We need to discretize the resulting vector in order to produce a valid solution. However, the $\ell_1$-minimization solution often contains many non-zero elements, which all have to be considered in the subsequent combinatorial search. In order to reach sparser solutions with more zero elements we apply a re-weighted (iterative) formulation of $\ell_1$-minimization proposed by Candes et al. in [23]. Key to the approach is that effectively a concave loss function ($f_{\log,\epsilon}(x)$) is used, which is much closer to the penalty function of $\ell_0$-minimization ($f_0(x)$), see Fig. 5. Solutions of this non-convex optimization problem are found through convex optimization iterations re-weighted with a weight decreasing according to Eq. 3.

This results in a sparser solution with more zero elements than after plain $\ell_1$-minimization. The set of non-zero elements defines a reduced problem discrete search that is then solved by integer linear programming as formulated in Eq. 1. Formally, we solve the problem [23]:

$\begin{align*}
\text{minimize} & \quad (W \circ C)^T T_s \\
\text{subject to} & \quad VC \succeq 1 \\
& \quad 0 \preceq C \preceq 1 \\
\text{whereas} & \quad W(i) = \frac{\epsilon}{C(i) + \epsilon} \quad i = 1, \ldots, |W|
\end{align*}$

Here, $W$ is a weight vector of cardinality $|C_P|$. All elements are initially set to 1 and then evolve according to Eq. 3. The parameter $\epsilon$ determines the convergence rate. Smaller values of $\epsilon$ allow for faster convergence at an increased risk of getting trapped in local minima (see Fig. 6(a)). In our implementation we adapt the value of $\epsilon$ in each step $i$ according to

$\epsilon(i) = \left(\frac{1}{e^i - 1}\right)^{1 + (i - 1) \times 10^{-1}}$

That way, it decreases exponentially with each iteration (see Fig. 6(b)). The procedure stops if no improvement in sparsity for the last $n$ iterations is observed, or a predefined number of iterations is reached. The overall procedure is summarized in Algorithm 1.

To discriminate between zero and non-zero elements, we use $\ell_0$ sparsity measure with $\tau$ equals $10^{-2}$ in our implementation. In addition, we stop the iterative minimization if the number of non-zero elements is low enough so that the combinatorical problem becomes feasible.

**Algorithm 1 conv-SPP**

1. Set $W = 1$;
2. Solve Eq. 2;
3. Update $W$ as in Eq. 3 and $\epsilon$ as in Eq. 4;
4. Go back to step 2, if none of the stopping criteria is true;
5. Discard zero elements of $C$;
6. Solve Eq. 1 with updated $C$;

**A. Evaluation**

We evaluated our algorithm on maps with grid sizes ranging from 3x3 to 70x70 cells. For each size 10 different maps were generated of which 10% randomly selected cells we populated with obstacles. For 3x3 cells there are only three unique maps with a single occupied cell (approx. 10%). Therefore, the results for 3x3 maps are averaged using the unique 3 maps only. We use the following sensing parameters: $\Theta = \{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$, $r = \{15, 30\}$ and $\phi = \{\pi, \pi/2\}$. For optimization we used the Gurobi Solver [24], with the CVX package [25]. The computations were carried out on a computer with an Intel i7 Quad Core 2.60GHz CPU and 8GB RAM.

We compared the exact solution of the brute force combinatorial search with the conv-SPP solution for up to 26x26 cells, after which the full combinatorial search starts to become infeasible. The results for sensing parameters $r = 30$ and $\phi = \pi$ are shown in Fig. 7(a). More detailed results can be found in [21]. The black line is the exact solution which should be compared to the upper bound of the colored interval, which is the conv-SPP solution. In addition, the

![Fig. 5](image-url)

At the origin, the canonical $\ell_0$ sparsity count $f_0(x)$ is better approximated by the log-sum penalty function $f_{\log,\epsilon}(x)$ than by the traditional convex $\ell_1$ relaxation $f_1(x)$ [23].

![Fig. 6](image-url)

6(a) Sharper penalty function with smaller value of epsilon. 6(b) The exponential decay of $\epsilon$ during the iterative procedure.
lower bound discussed above is shown, which is the solution after the first iteration of the $\ell_1$-minimization. Up to the map size of 26x26, for which the exact solution is available, the conv-SPP solution is very close to the exact solution in terms of the number of sensing configurations selected and not more than two sensing configurations off.

Fig. 7(b) shows the computation times for both approaches. While the computation time required for the exact solution starts to take longer than 1 hour for maps with 27x27 cells, the conv-SPP algorithm solves maps of size 70x70 in less than 5 minutes.

VI. EXPERIMENTAL RUNS

We tested our gas detection approach with a mobile robot in two different, large real-world scenarios, one indoor and the other outdoor. We were interested in assessing if our methodology can quickly calculate inspection plans for a mobile robot in complex environments, and if the resulting plans, once executed, can successfully identify the presence of gas leaks.

Our robotic platform is based on a Husky A200 equipped with a TDLAS sensor (Sewerin RMLD), as shown in Fig. 2. The sensor is mounted on a pan-tilt unit along with a 2D laser scanner in order to adjust the parameters (angle and radius) of the sensing configurations. The robot runs the Robot Operating System (ROS) and is further equipped with a 3D LiDAR for mapping and localization.

For both experimental scenarios we proceeded as follows: First, we created a map of the environment, which we later used also for NDT-MCL localization [26]. We then discretized the maps into Cartesian grids where the side of each cell was set to 0.5 m. The proposed planning algorithm is then executed using the obtained grid representations of the maps. For both setups, we set $\Theta = \{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$, $r$ equal to 10 m and $\phi$ to $\frac{\pi}{2}$. Finally, we executed the resulting plan with the robot, 10 times in the indoor scenario and once, as a proof of concept, outdoor. At each execution of the plan, we randomly placed 4 gas sources for the robot to detect. As there are safety, environmental and health concerns associated to releasing methane into the environment, we used 4 plastic tubes filled with methane as sources.

A. Indoor Test Runs

For these test runs, we selected the large indoor environment (approximately 560 m²) shown in Fig. 8(a), discretized in a map of 123x40 cells, 1126 of which unoccupied. Here, our algorithm generated a set of 18 sensing configurations, displayed in Fig. 9, which were subsequently connected in a minimum-length tour. As it can be seen, the selected sensing configurations cover all free cells and the plan compensates for limited or occluded field of view. In this scenario, the upper and lower bounds for the solution were 15.83 and 18, respectively, and the final solution was generated in 1.015 s.

As we observed a background methane concentration of approximately 100 ppm-m, we set a detection threshold of 1000 ppm-m. We executed the resulting plan 10 times. Each time, we randomly placed 4 gas sources close to walls along which there are pipes running. We recorded the position of the sources and all the configurations which gave us positive readings. Each run was completed in about 33 minutes.
As it can be seen from the results reported in Table I, every source in all the runs led to at least one positive reading (see Fig. 10(a) for an example of a successful execution run). More important still, there were no false negatives, which means that every time a gas source fell within the range of a sensing configuration, the sensing configuration reported a positive reading. Finally, we experienced a small number of false positives, that is, we got positive readings in sensing configurations which were not covering any of our sources (see Fig. 10(b)). There are several possible explanations for the false positives. For instance, the floors the corridor were highly reflective, and we could have registered unforeseen reflections of the TDLAS’ beam which traversed sources placed outside the intended detection range.

![Fig. 9. The discretized map of the indoor experimental scenario. All cells have a side length of 0.5 m and the occupied ones are grayed out. The figure also displays the 18 selected sensing configurations and the area each of them covers on the map. The small number associated to each configuration indicates the order in which they are visited.](image)

**TABLE I**

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas Sources</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>False Positive</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>False Negative</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**B. Outdoor Test Run**

We also performed a demonstrative test run in a large outdoor forest area, shown in Fig. 8(b). The area has an extension of approximately 900 m², which was discretized to a map of 81x33 cells, 3494 of which unoccupied. This scenario was meant to demonstrate the applicability of our methodology to environments with different operational conditions, which are very close to the ones one can find in some interesting application domains for our system (e.g., methane detection on landfills). Our algorithm generated a set of 19 sensing configurations, as shown in Fig. 11, then connected in a minimum-length tour. The selected sensing configurations cover all free cells and the plan compensates for the occlusions caused by trees. In this scenario, the upper and lower bounds for the solution were 15.72 and 19, respectively, and the final solution was generated in 21.01 s.

![Fig. 10. Graphical summary of the results of two test runs in the indoor environment, where only the sensing configurations which reported positive readings are plotted. The gas sources deployed in each run are indicated by red dots. In the run corresponding to Fig. 10(a), there were no false positives, which can instead be noted in Fig. 10(b), where false positives are highlighted in green.](image)

![Fig. 11. The discretized map of the outdoor experimental scenario. All cells have a side length of 0.5 m and the occupied ones are grayed out. The figure also displays the 19 selected sensing configurations and the area each of the covers on the map. The small number associated to each configuration indicates the order in which they are visited.](image)

In this scenario, we used the same detection threshold of 1000 ppm·m we set for the indoor experiment and again we placed 4 gas sources in random locations within the map. We executed a run with the robot, which took approximately 40 minutes, in which all the sources were detected, as shown in Fig. 12.

**VII. Conclusions**

In this paper we addressed the problem of gas detection in large areas with a mobile robotic platform equipped with a TDLAS sensor. We proposed an algorithm, conv-SPP, for quickly finding an exploration plan which guarantees a complete coverage of the environment. Our algorithm leverages...
a novel method based on convex relaxation that drastically reduces the number of variables and it is therefore effective for solving large problem instances. Furthermore, convex-SPP also offers guarantees on the quality of the solution, as it is always possible to assess the theoretical maximum distance of the solution provided to the optimal one. In practice, we show that in all the cases for which we could experimentally solve the problems optimally, our algorithm always generated results very close to the optimal ones. We validated our method in simulation and in real environments, both indoor and outdoor.

In our future work, we want to extend our problem definition to include non-traversable but observable cells.
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